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Abstract. Weighted automata are used to describe quantitative prop-
erties in various areas such as probabilistic systems, image compression,
speech-to-text processing. The behaviour of such an automaton is a map-
ping, called a formal power series, assigning to each word a weight in some
semiring. We generalize Biichi’s and Elgot’s fundamental theorems to this
quantitative setting. We introduce a weighted version of MSO logic and
prove that, for commutative semirings, the behaviours of weighted au-
tomata are precisely the formal power series definable with our weighted
logic. We also consider weighted first-order logic and show that aperi-
odic series coincide with the first-order definable ones, if the semiring is
locally finite, commutative and has some aperiodicity property.
Keywords: Formal power series, weighted automata, weighted logics.

1 Introduction

In automata theory, Biichi’s and Elgot’s fundamental theorems [3, 10] established
the coincidence of regular languages with languages definable in monadic second-
order logic. At the same time, Schiitzenberger [24] investigated finite automata
with weights and characterized their behaviours as rational formal power series.
Both of these results have inspired a wealth of extensions and further research,
cf. [26,23,17,2] for surveys and monographs, and also led to recent practical
applications, e.g. in verification of finite-state programs (model checking, [19,1,
18]), in digital image compression [5,12, 14, 13] and in speech-to-text processing
[21,22,4].

It is the goal of this paper to introduce a logic with weights and to show that
the behaviours of weighted finite automata are precisely the series definable
in our weighted monadic second-order logic. Our motivation for this weighted
logic is as follows. First, weighted automata and their behaviour can be viewed
as a quantitative extension of classical automata. The latter decide whether a
given word is accepted or not, whereas weighted automata also compute e.g. the
ressources, time or cost used or the probability of its success when executing

* Work partly supported by the DAAD-PROCOPE project Temporal and Quantita-
tive Analysis of Distributed Systems.



the word. We would like to have an extension of Biichi’s and Elgot’s theorems
to this setting. Second, classical logic for automata describes whether a certain
property (e.g. “there exist three consecutive a’s”) holds for a given word or not.
One could be interested in knowing how often this property holds, i.e. again
in extending the previous qualitative statement to a quantitative one. Next we
describe the syntax of our weighted logics. Its definition incorporates weights
taken as elements from a given abstract semiring K, just as done for weighted
automata in order to model a variety of applications and situations. Also, our
syntax should extend classical (unweighted) MSO logics. The semantics of a
weighted logic formula ¢ should be a formal power series over an extended
alphabet and with values in K. It is possible to assign a natural semantics to
atomic formulas, to disjunction and conjunction, and to existential and universal
quantifications, but a problem arises with negation. It would be natural to define
the semantics of —¢ elementwise. But if K is not a Boolean algebra, K does not
have a natural complement operation. Therefore we restrict negation to atomic
formulas whose semantics will take as values only 0 and 1 in K; then the negation
of atomic formulas also has a natural semantics. In comparison to classical MSO-
logic, this is not an essential restriction, since the negation of a classical MSO-
formula is equivalent (in the sense of defining the same language) to one in which
negation is applied only to atomic formulas. This requires us to include universal
quantifications into our syntax (which we do). In this sense, our weighted MSO-
logics then contains the classical MSO-logics which we obtain by letting K =
B, the 2-element Boolean algebra. We define the semantics of sentences ¢ of
our weighted MSO-logic by structural induction over ¢. Thus, as usually, we
also define the semantics of a formula ¢ with free variables, here as a formal
power series over an extended alphabet. But even for the semiring of natural
numbers or the tropical semiring it turns out that neither universal first-order
nor universal second-order quantification of formulas preserve recognizability,
i.e. representability of their semantics as behaviour of a weighted automaton.
Therefore, for the syntax of restricted MSO-logic we exclude universal second-
order quantification, and we permit universal first-order quantification only for
formulas whose semantics takes finitely many values in K. Moreover, if we allow
existential set quantifications only to occur at the beginning of a fomula, we
arrive at restricted existential MSO-logic.

Now we give a summary of our results. First we show for any commuta-
tive semiring K that the behaviours of weighted automata with values in K
are precisely the series definable by sentences of our restricted MSO-logic, or,
equivalently, of our restricted existential MSO-logic. Second, if the semiring K
is locally finite, we obtain that the semantics of all sentences of our full weighted
MSO-logic are representable by weighted automata. Locally finite semirings were
investigated in [6, 7]; they form a large class of semirings including e.g. all finite
semirings, the max-min-semiring employed for capacity problems of networks,
and all Boolean algebras. Thus we obtain Biichi’s and Elgot’s theorems as a
particular consequence. Moreover, if the semiring K is a field or locally finite
and is given in some effective way, then the constructions in our proofs yield



effective conversions of sentences of our weighted logics to weighted automata,
and viceversa, and we obtain also decision procedures.

Finally, we investigate weighted first-order logic. As is well-known, the first-
order definable languages are precisely the starfree languages which in turn co-
incide with the the aperiodic ones [25,20]. Aperiodic and starfree formal power
series were introduced and investigated in [6, 7]. Easy examples show that even
if the semiring K is finite, series definable in our weighted first-order logic need
not be aperiodic. However, we obtain that the aperiodic series coincide with
the first-order definable ones, if the semiring is locally finite, commutative and
both addition and multiplication satisfy a certain aperiodicity property. Such
semirings include again all Boolean algebras, but also quite different ones like
the truncated max-plus semiring.

We believe that the present paper opens a new research road. Obviously,
one could try to extend our results to other structures such as trees or traces.
One could also try to define weighted temporal logics and study not only ex-
pressiveness but also decidability and complexity of natural problems such as
quantitative model checking.

An extended abstract of this paper appeared in [8].

2 MSO-logic and weighted automata

In this section, we summarize for the convenience of the reader our notation used
for classical MSO-logic and basic background of weighted automata. We assume
that the reader is familiar with the basics of monadic second-order logic and
Biichi’s theorem for languages of finite words, cf. [26, 15]. Let A be an alphabet.
The syntax of formulas of MSO-logic over A is given by

pu=F(r)|z<ylee X[V |-p|[Tre|IX.p

where a ranges over A, x,y are first-order variables and X is a set variable. We
let Free(y) be the set of all free variables of .

Let w = w(l)...w(n) € A* with w(i) € A. The length of w is |w| = n. The
word w is usually represented by the structure ({1,...,|w|}, <, (Rs)eca) where
R, ={i|w(i) =a} (a € A).

Let V be a finite set of first-order and second-order variables. A (V, w)-
assignment ¢ is a function mapping first-order variables in V to elements of
{1,...,|w|} and second-order variables in V to subsets of {1,...,|w|}. If x is
a first-order variable and ¢ € {1,...,|w|} then o[z — 4] is the (V U {z},w)-
assignment which assigns x to ¢ and acts like o on all other variables. Similarly,
o[X — I] is defined for I C {1,...,|w|}. The definition that (w,o) satisfies ¢,
denoted (w, o) = ¢, is as usual assuming that the domain of o contains Free(y).
Note that (w, o) = ¢ only depends on the restriction o} pyee(y) of o to Free(y).

As usual, a pair (w, o) where o is a (V, w)-assignment will be encoded using
an extended alphabet Ay, = A x {0,1}Y. More precisely, we will write a word
over Ay as a pair (w, o) where w is the projection over A and o is the projection
over {0,1}Y. Now, o represents a valid assignment over V if for each first-order



variable z € V, the z-row of ¢ contains exactly one 1. In this case, we identify
o with the (V, w)-assignment such that for each first-order variable z € V, o(x)
is the position of the 1 on the z-row, and for each second-order variable X € V,
o(X) is the set of positions carrying a 1 on the X-row. Clearly, the language

Ny = {(w,0) € A}, | 0 is a valid (V, w)-assignment }

is recognizable. We simply write A, = Apree(p) and Ny = Nppee(y)- By Biichi’s
theorem, if Free(p) C V then the language

Ly(p) ={(w,0) € Ny | (w,0) |= ¢}

defined by ¢ over Ay is recognizable. Again, we simply write L£() for Lpyee(,) ()
Conversely, each recognizable language L in A* is definable by an MSO-sentence
©, 80 L = L(p).

Next, we turn to basic definitions and properties of semirings, formal power
series and weighted automata. For background, we refer the reader to [2,17,23].

A semiring is a structure (K,+,-,0,1) where (K,4,0) is a commutative
monoid, (K-, 1) is a monoid, multiplication distributes over addition, and 0-2 =
-0 = 0 for each x € K. If the multiplication is commutative, we say that
K is commutative. If the addition is idempotent, then the semiring is called
idempotent. Important examples include

— the natural numbers (N, +, -, 0, 1) with the usual addition and multiplication,

— the Boolean semiring B = ({0, 1}, V, A, 0, 1),

— the tropical semiring Trop = (NU{oo}, min, +,00,0) (also known as min-
plus semiring), with min and + extended to NU{co} in the natural way,

— the arctical semiring Arc = (NU{—o00}, max, +, —00, 0),

— the semiring ([0, 1], max, -, 0, 1) which can be used to compute probabilities,

— the semiring of languages (P(A*),U,N,d, A*).

If K is a semiring and n € N, then K™*™ comprises all (n X n)-matrices over K.
With usual matrix multiplication (K™*™,-) is a monoid.

A formal power series is a mapping S : A* — K. It is usual to write (S, w)
for S(w). The set Supp(S) := {w € A* | (S,w) # 0} is called the support of S,
and Im(S) = {(S,w) | w € A*} is the image of S. The set of all formal power
series over K and A is denoted by K{A*). Now let S,T € K{A*)). The sum
S + T and the Hadamard product S ® T are both defined pointwise:

(S+T,w):= (S,w) + (T,w) and (S © T,w) := (S,w) - (T,w) (we A").

Then (K{A*),+,©®,0,1) where 0 and 1 denote the constant series with values
0 resp. 1, is again a semiring.

For L C A*, we define the characteristic series 11, : A* — K by (1,,w) =1
if we L, and (1,w) = 0 otherwise. If K = B, the correspondence L — 1,
gives a useful and natural semiring isomorphism from (P(A4*),U,N,{, A*) onto

(B{A*),+,©,0,1).



Now we turn to weighted automata. We fix a semiring K and an alphabet A.
A weighted finite automaton over K and A is a quadruple A = (Q, A, p, ) where
Q is a finite set of states, pu: A — K®@*@ is the transition weight function and
A7 @ — K are weight functions for entering and leaving a state, respectively.
Here p(a) is a (Q x Q)-matrix whose (p,g)-entry pu(a)p, € K indicates the
weight (cost) of the transition p —%» ¢. Then p extends uniquely to a monoid
homomorphism (also denoted by p) from A* into (K9*?,").

The weight of a path P : o —> ¢1 — ... — @n_1 — ¢, in A is the
product weight(P) := A(qo) - 1(a1)ge,q1 = - 14(@n)gn_1,qn - V(gn). This path has
label aj . .. a,. The weight of a word w = a; ...a, € A* in A, denoted (|| A||, w),
is the sum of weight(P) over all paths P with label w. One can check that

(Al w) = Z)\(i) p(w)ig - v(G) = A p(w) -y

with usual matrix multiplication, considering A as a row vector and «y as a column
vector. If w = €, we have (|| A||,&) = A-+. The formal power series || A|| : A* —
K is called the behavior of A. A formal power series S € K{(A*)) is called
recognizable, if there exists a weighted finite automaton A such that S = || A|].
Then we also call A or (A, u,) a representation of S. We let K™°(A*)) be the
collection of all recognizable formal power series over K and A.

Lemma 2.1 ([9]).

(a) Let S, T € K{A*) be recognizable. Then S + T is recognizable. If K is
commutative, then S © T is also recognizable.
(b) For any recognizable language L C A*, the series 1y, is recognizable.

Now let h : A* — B* be a homomorphism. If T' € K (B*)), then h=}(T) :=
Toh e K{A*). That is, (h=1(T),w) = (T, h(w)) for each w € A*. We say that
h is non-erasing, if h(a) # € for any a € A, or, equivalently, |w| < |h(w)| for all
w € A*. In this case, for S € K{A*)), define h(S) : B* — K by (h(5),v) =
> wen—1(v) (S, w) (v € BY), noting that the sum is finite since h is non-erasing.

Lemma 2.2 ([9]). Let h: A* — B* be a homomorphism.

(a) h=1 : K{(B*) — K{((A*)) preserves recognizability.
(b) If h is non-erasing, then h : K{A*Y) — K{B*)) preserves recognizability.

We say S : A* — K is a recognizable step function, if S = Y | k; -1z, for
some n € N, k; € K and recognizable languages L; C A* (i = 1,...,n). As is
well-known, any recognizable step function is a recognizable power series.

3 Weighted logics

In this section, we introduce our weighted logics and study its first properties.
We fix a semiring K and an alphabet A. For each a € A, P, denotes a unary
predicate symbol.



Definition 3.1. The syntax of formulas of the weighted MSO-logic is given by

pu=k| Pu(x) | ~Pu(z) [z <y|-(r<y)|reX|(reX)
oV | Ay | Tz | IX.p | Va.p | VX.p

where k € K and a € A. We denote by MSO(K, A) the collection of all such
weighted MSO-formulas .

As noted in the introduction, we do not permit negation of general formulas
due to difficulties defining then their semantics: The semantics of a weighted
logic formula ¢ should be a formal power series over an extended alphabet and
with values in K. It would be natural to define the semantics of =y element-
wise. But if K is not a Boolean algebra, K does not have a natural complement
operation.

Therefore we restrict negation to atomic formulas whose semantics will take
as values only 0 and 1 in K; thus the negation of atomic formulas also has
a natural semantics. In comparison to classical (unweighted) MSO-logic, this
is not an essential restriction, since the negation of a classical MSO-formula is
equivalent (in the sense of defining the same language) to one in which negation is
applied only to atomic formulas. In this sense, our weighted MSO-logics contains
the classical MSO-logics which we obtain by letting K = B. Note that in this
case, the constant k in the logic is either 0 (false) or 1 (true).

Now we turn to the definition of the semantics of formulas ¢ € MSO(K, A).
As usual, a variable is said to be free in ¢ if there is an occurence of it in
not in the scope of a quantifier. A pair (w,o) where w € A* and o is a (V,w)-
assignment is represented by a word over the extended alphabet Ay, as explained
in Section 2.

Definition 3.2. Let ¢ € MSO(K, A) and V be a finite set of variables contain-
ing Free(p). The V-semantics of ¢ is a formal power series [p]y € K((A3},). Let
(w,0) € A},. If 0 is not a valid (V,w)-assignment, then we put [¢]y(w,o) = 0.
Otherwise, we define [p]v(w, o) € K inductively as follows:

[[k]]V(waU) =k
1 fw(o(x)) =a

[Pa(@)]v(w,0) =

[z <ylv(w,o) =

[z € X]yv(w,0) =

[—lv

e Vyly
e Aly (

'="='/—’H/—’H/—’H/—’H

—_

|=|=1

otherwise

if o(x) < o(y)

otherwise

if o(x) €

otherwise

if[[ Iv(w,
if [elv (w,
)Jr[W
)[W]]v(wa

o(X)

):0

(

if ¢ is of the form P,(x),

(xﬁy) or (x € X).



Beely(wo)= > [y (w ole — i)

1<i<]|w]

BXely(wo)= Y [elvogxy(w,olX — 1))

IC{1,..,wl}

[Vzely(wo) = [ [elvoge(w ole — i)

1<i<|wl
IIVX(p]]V(wa 0) = H [[QDHVU{X} (’LU, U[X - I])
1C{1, o fuwl}
where we fix some order on the power set of {1,...,|w|} so that the last product

is defined even if K is not commutative. We simply write [¢] for [[ga]]Free(W).

Note that if ¢ is a sentence, i.e. has no free variables, then [¢] € K{{A*)).

‘We

I

II.

III.

Iv.

give several examples of possible interpretations for weighted formulas:

. Let K = (N,+,-,0,1) and assume ¢ does not contain constants k € N.

We may interpret [¢](w,o) as the number of proofs we have that (w,o)
satisfies formula . Indeed, for atomic formulas the number of proofs is
clearly 0 or 1, depending on whether ¢ holds for (w, o) or not. Now if e.g.
[¢](w, o) = m and [¢](w, o) = n, the number of proofs that (w, o) satisfies
© V1 should be m +n (since any proof suffices), and for ¢ A1) it should be
m - n (since we may pair the proofs of ¢ and v arbitrarily). Similarly, the
semantics of the existential and universal quantifiers can be interpreted.
The formula 3x.P,(x) counts how often a occurs in the word. Here how
often depends on the semiring: e.g. Boolean semiring, natural numbers,
integers modulo 3, ...

Consider the probability semiring K = ([0, 1], max, -,0, 1) and the alphabet
A = {a1,...,a,}. Assume that each letter a; has a reliability k;. Then,
the series assigning to a word its reliability can be given by the first-order
formula V. \/, <, ,,(Pa, () A k;).

Let K be an arbitrary Boolean algebra (B,V, A, ,0,1). In this case, sums
correspond to suprema, and products to infima. Here we can define the
semantics of =y for an arbitrary formula ¢ by [-~¢](w,0) = [¢](w,0),
the complement of [p](w,o) in B. Then clearly [p A ¥] = [-(—¢ V )],
[Vz.¢] = [~(Fz.—p)] and [VX.¢] = [(3X.=¢)]. This may be interpreted
as a multi-valued logics. In particular, if K = B, the 2-valued Boolean
algebra, our semantics coincides with the usual semantics of unweighted
MSO-formulas, identifying characteristic series with their supports.

Observe that if ¢ € MSO(K, A), we have defined a semantics [¢]y for each

finite set of variables V containing Free(y). Now we show that these semantics’

are

consistent with each other.

Proposition 3.3. Let o € MSO(K, A) and V a finite set of variables containing
Free(y). Then

[elv(w, ) = [¢)(w, o) Frees))



for each (w, o) € A3, such that o is a valid (V,w)-assignment. In particular, [¢]
is recognizable iff o]y is recognizable.

Proof. We show our first claim by induction on ¢. It is clear if ¢ is an atomic
proposition and follows directly by induction for disjunctions and conjunctions.
The interesting cases are the quantifications. We give the proof for ¢ = Jx.9.
The other cases are similar. Since o is a valid (V, w)-assignment, oz — 4] is a
valid (V U {z}, w)-assignment for all ¢ € {1,...,|w|}. Since Free(y)) C V U {z},
we get by induction

[W]]vu{z}(wa U['T - Z]) = [[1/1]] (w’ 0[$ - i]\ Free(w))-

Also, for all i € {1,...,[w|}, 0|Free(p)[r — 1] is a valid (Free(y) U {z}, w)-
assignment. Since Free(y)) C Free(¢) U {z}, we get by induction

[[1/]]] Free(p)U{z} (’LU, 0| Free(p) [:L' - ’L]) = [[1/1]] (’LU, O'[ZE - Z]| Free(v,b))-

Therefore,

[[w]]vu{z}(wa U[‘T - Z]) = [[w]]Free(ap)u{x}(wa 0| Free(p) [m - Z])

and we get [¢]y(w,0) = [p](w, 0| Free(y)) by definition of the semantics of ¢ =
dx.9p.

For the final claim, consider the projection 7 : Ay — A,. For (w,0) € A}, we
have m(w, o) = (W, 0| Free(y))- If [¢] is recognizable then [¢]y = 77 ([¢]) @ 1y,
is recognizable by Lemmata 2.1 and 2.2. Here, we do not need to assume K
commutative since 1y, is the characteristic series of a recognizable language
and the values 0 and 1 taken by characteristic series commute with everything.

Conversely, let F' comprise the empty word and all (w, o) € A\t such that o
assigns to each variable x (resp. X) in V'\ Free(y) position 1, i.e., o(z) = 1 (resp.
o(X) = {1}). Then F is recognizable, and for each (w, ¢’) € A7, there is a unique
element (w,o0) € F such that m(w,0) = (w,0’). Thus [¢] = 7([¢]y © 1F), as
is easy to check. Hence, if [¢]y is recognizable then so is [¢] by Lemmata 2.1
and 2.2. a

Now let Z C MSO(K,A). A series S : A* — K is called Z-definable, if
there is a sentence ¢ € Z such that S = [¢]. The main goal of this paper is
the comparison of Z-definable with recognizable series, for suitable fragments Z
of MSO(K, A). Crucial for this will be closure properties of recognizable series
under the constructs of our weighted logic. However, first we will show that
K*e¢{(A*)) is in general not closed under universal quantification.

Ezample 3.4. Let K = (N, +,-,0,1). Then [Vz.2](w) = 2l and [Vyvz.2](w) =
(2lwhlwl = 2lwl* | Clearly, the series [Vz.2] is recognizable by the weighted au-
tomaton (Q, A\, p,y) with @ = {1}, A1 = v1 = 1 and py,1(a) = 2 for all
a € A. However, [VyVz.2] is not recognizable. Suppose there was an automaton
A" = (Q', X, i) with behavior [Vyvz.2]. Let M = max{|\,|, |v,|, |/ (a)pq| |



p,g € Q,a € A}. Then (|| A ||,w) < |Q'|®+1 . MI*I+2 for any w € A*, a
contradiction with (|| A’ [, w) = 21*F°.

A similar argument applies also for the tropical and the arctical semirings.
Observe that in all these cases, [Vz.2] has infinite image.

Ezample 3.5. Let K = (N,+,-,0,1). Then [VX.2](w) = 22" for any w € A*,
and as above [VX.2] is not recognizable due to its growth. Again, this coun-
terexample also works for the tropical and the arctical semirings.

The examples show that unrestricted universal quantification is too strong
to preserve recognizability. This motivates the following definition.

Definition 3.6. We will call a formula p € MSO(K, A) restricted, if it contains
no universal set quantification of the form VX.ip, and whenever ¢ contains a
universal first-order quantification Yx.1¢, then [¢] is a recognizable step function.

We let RMSO(K, A) comprise all restricted formulas of MSO(K, A). Fur-
thermore, let REMSO(K, A) contain all restricted ezistential MSO-formulas ¢,
ie. ¢ is of the form 3Xy,..., X,,.¢p with v € RMSO(K, A) containing no set
quantification.

We let K™s°((A*Y) (resp. K™™s°(A*))) contain all series S € K {{A*)) which
are definable by some sentence in RMSO(K, A) (resp. in REMSO(K, A)). The
main result of this paper is the following theorem. It will be proved in sections 4
and 5.

Theorem 3.7. Let K be a commutative semiring and A an alphabet. Then,

RIS (A%) = K (A%) = Kremso(4”)),

4 Definable series are recognizable

In all of this section, let K be a semiring and A an alphabet. We wish to show
that if K is commutative, then all RMSO-definable series [¢] over K and A are
recognizable. We proceed by induction over the structure of RMSO-formulas.

Lemma 4.1. Let ¢ € MSO(K, A) be atomic. Then [¢] is recognizable.

Proof. We distinguish between two cases.
Case 1. p =k where k € K

The one-state automaton (Q, A, p,7y) with @ = {1}, M1 =1, p11(a) = 1 for
all a € A and vy, = k recognizes [¢] = k- La«.

Case 2. ¢ is of the form P,(z) or (x < y) or (z € X), or ¢ is the negation of one
of these formulas.

Considering ¢ as a formula of classical MSO-logic, it is easy (and well-known)
to find a deterministic automaton A over the extended alphabet A, recogniz-
ing the pairs (w,o) satisfying ¢. Now we transform A into the corresponding
weighted automaton A’ in which the transitions of A get weight 1, the triples
which are not transitions of A get weight 0, the initial state of A gets initial
weight 1 and the other states get initial weight 0, and similarly for the final
weights. Then A’ recognizes []. O



Now we turn to disjunction and conjunction.

Lemma 4.2. Let ¢, € MSO(K, A) such that [p] and [¢] are recognizable
series. Then [p V @] is recognizable. If K is commutative, then [ A ] is also
recognizable.

Proof. Let V = Free(yp) UFree(y)). By definition, we have o V¢] = [¢]v + [¢]v
and o A Y] = [¢]v @ [¢]v. Hence the result follows from Lemma 2.1 and
Proposition 3.3. O

Lemma 4.3. Let ¢ € MSO(K, A) such that [¢] is recognizable. Then [Fz.¢]
and [3X .| are recognizable series.

Proof. Let V = Free(3X.¢) and note that X ¢ V. Consider the projection
i A’{)U{X} — A}, which erases the X-row. Let (w,o) € Aj,. Note that o is a
valid (V, w)-assignment iff o[X — I] is a valid (V U {X}, w)-assignment for all

I C{1,...,|w|}. Hence, we have (even if ¢ is not a valid (V, w)-assignment)

BXelw,0) = > [elvuxyw,olX — 1)) = m([elvugxy) (w, o).
IC{1,...,|lw|}

The last equality holds since w(w,0’) = (w,0) iff ¢/ = o[X — I] for some
I € {1,...,w[}. Now, Free(p) € VU {X} and [¢]yuix} is recognizable by
Proposition 3.3. We deduce from Lemma 2.2 that [3X.¢] is recognizable.

We turn now to the case 3x.¢. As above, we let V = Free(3z.) and = ¢ V.
Consider the projection 7 : A;U{I} — A3, which erases the z-row. Let (w,0) €
A3, Note that o is a valid (V, w)-assignment iff o{x — 4] is a valid (VU {z}, w)-
assignment for all ¢ € {1,...,|w|}. Hence, we have (even if o is not a valid
(V, w)-assignment)

[[3x.<p]]v(w, U) = Z [[‘P]]vu{x}(wa 0[$ - ’L]) = W([[‘P]]vu{x})(wa U)'

Here, the last equality holds since o’ is a valid (V U {z}, w)-assignment and
m(w,0") = (w,0) iff 0/ = ol — i] for some i € {1,...,|w|}. We conclude as
above. O

The most interesting case here arises from universal quantification.

Lemma 4.4. Let K be commutative and ¢ € MSO(K, A) such that [¢] is a
recognizable step function. Then [Vx.p] is recognizable.

Proof. Let W = Free(p) and V = Free(Va.p) = W\ {z}. We may write [p¢] =
ijl ki 1r, with n € N, k; € K and recognizable languages L; C Aj,,

.....

(4 =1,...,n) such that the languages L; (j = 1,...,n) form a partition of A3,,.
First, we assume that z € W. Let A=A x {1,...,n}. A word in (Ay)* will
be written (w, v, o) where (w,0) € A} and v € {1,...,n}/*| is interpreted as a
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mapping from {1,...,|w|} to {1,...,n}. Let L be the set of (w,v,0) € (Ay)*
such that for all i € {1,...,|w|} and j € {1,...,n} we have

v(i) =j implies (w,olx —1i]) € L;.

Observe that for each (w,0) € A}, there is a unique v such that (w,v,0) € L
since the L; form a partition of AJ,,.

We claim that L is recognizable. Indeed, for j € {1,...,n}, let E be the set
of all (w,v,0) € (Ay)* such that for all i € {1,. .., |w|} we have v(i) = j implies
(w, o[z — i]) € L;. Note that L = Ni<j<n E; Therefore, it suffices to show that
each language Z; is recognizable. For this, fix j € {1,...,n}.

Let A; = (Q, g0, 9, F') be a deterministic automaton, with transition function
0 : @x Ay — Q, recognizing L;. We wish to construct a deterministic automaton

:Zl; = (@, @,0, F ) recognizing Z; . Intuitively, Zl; works as follows. When reading
a word (w,v,0) € (Ay)* and detecting that v(i) = j, the automaton :4; should
check if (w,o[z — i]) € L;. For this, A; uses a copy of the automaton A;.
Note that the z-row in the word (w, o[z — i]) contains a 1 exactly at entry i.
Therefore we let Zl; contain a master copy of A; which works only on words of
the form (w, o[z — 0])® to start a new copy of A; in the suitable state when
reading v (i) = j. The number of copies needed is clearly bounded by the size of

Q. _
More precisely, let Q@ = Q x Z(Q) where Z(Q) denotes the power set of Q,
put go = (go,0), and F = Q x Z(F). Define § : Q x Ay, — Q by

§((p, P), (a,k,s)) = (6(p, (a, slx — 0])), P")

where (p, P) € Q, (a,k,s) € Ay, s[z — 0] is the mapping s € {0,1}" extended
to VU {z} by « — 0, and

e {{6(q, (a,5[x = 0))) | g € P} if b #
{6(q, (a,s[x = 0))) | g€ P} U{d(p, (a,slz —1]))} ifk=

It remains to show that :Zl; recognizes Z; . By induction on the length of a word
(w,v,0) € (Ap)*, one can prove that

§(qo, (w,v,0)) = (6(qo, (w, oz — 0))), P")

where P’ = {6(qo, (w, oz — 1)) |1 <i < |w|,v(i) =}
Also, for any 1 < ¢ < |w]|, we have

(w,olx —i]) € L; iff §(qo, (w,olx —i])) € F.
3 Abusing notations, even if z is a first-order variable, we write o[z — @] to denote

the assignment o extended by an z-row which is uniformly 0. Note that o[z — 0] is
not a valid assignment.

11



It follows that (w,v, o) € /ij iff whenever v(i) = j then §(qo, (w, o[z — i])) € F,
and this holds iff P’ C F, i.e. (w,v,0) is accepted by Aj. Hence /Tj recognizes
E; which implies our claim.

Hence there is a deterministic automaton A over the alphabet /~1y, recognizing

L. Now we obtain a weighted automaton A with the same state set by adding
weights to the transitions of A as follows: If (p, (a, j, s), q) is a transition in .4 with
(a,j,8) € Ay, we let this transition in A have weight k;, i.e. pa(a,j,s)pq =kj.
All triples which are not transitions in A get weight 0. Also, the initial state of
A gets initial weight 1 in A, all non-initial states of A get initial weight 0, and
similarly for the final states and final weights.

Clearly, since A is deterministic and accepts L, the weight of (w,v,0) € L

in A is H1<]<n kb (])‘, and the weight of (w,v,0) € A*\ L in A is 0. Now
let h : (Ay)* — Aj, be the projection mapping (w,v, o) to (w, o). Then for any
(w,0) € A}, and the unique v such that (w,v,0) € L we obtain

h([ All)(w, o) ZIIAIpr, )= | All(w,v,0) = T *O

1<j<n

Now we have

[Vz.](w,0) = H lel(w, olz — i) = H k;;.”fl(j)'

1<i<|wl 1<j<n

where the last equality holds due to the form of ¢. Hence [Vz.p] = h(||Al|)
which is recognizable by Lemma 2.2.

Now assume that © ¢ W, so that V = W. Let ¢/ = ¢ A (x < ). So [¢] is
recognizable by Lemma 4.2, and clearly [¢]yuzy = [¢'lvugay. Thus [Vo.@]y =
[Vz.¢']y which is recognizable by what we showed above. O

Now the following result is immediate by Lemmata 4.1, 4.2, 4.3 and 4.4.

Theorem 4.5. Let K be a commutative semiring, A an alphabet and ¢ €
RMSO(K, A). Then [¢] € K™°(A*) is recognizable.

Next we turn to decidability questions. We will employ decidability results
from the theory of formal power series and our previous constructions.

Proposition 4.6. Let K be a computable field, and let o € MSO(K, A). It is
decidable whether ¢ is restricted, and in this case one can effectively compute a
weighted automaton A, for [¢].

Proof. We may assume that ¢ contains no universal set quantification. We pro-
ceed by structural induction on (. Note that Proposition 3.3 and Lemmata 2.1,
2.2, 4.1, 4.2 and 4.3 are effective, meaning that if weighted automata are given
for the arguments then weighted automata can be effectively computed for the
results. Therefore, the only difficult case in the induction is Vx.p. We have to
show that if K is a computable field then Lemma 4.4 is also effective.
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Let V = Free(p). We start with a weighted automaton for ¢. We have to de-
cide first whether [¢] is a recognizable step function. We can compute a reduced
representation (Q, A, i, y) for [¢] ([2]). By the argument in [2, p. 105, proof of
Cor. VI.2.5], Im([]) is finite iff p(A3,) is finite, and by a result of Jacob [JaT78],
cf. [2, Cor VI.2.6 and p.105], the latter property is decidable.

Actually, [¢] is a recognizable step function if and only if Im([¢]) is finite.
The condition is clearly necessary. Conversely, let Im([¢]) and thus p(A3,) be
finite. Then compute p(A3;) and Im(Je]) = {A- I -~ | I' € u(A3)}. For each
k € Im([¢]), the language [¢] ' (k) := {w € A3, | ([¢], w) = k} is saturated by
p, since if u € [p] 1 (k),v € A} and p(u) = p(v), then ([¢],v) = X - p(v) -y =
A pu) -y = ([pl,u) =k, so v €[] (k). Hence [¢] = 3 pcrm(pop k- Liel-1(h)
and each language [p] ! (k) is recognized by the morphism p. Therefore, [¢] is
a recognizable step function

Finally, we have to show that a weighted automaton for [Vx.¢] can effectively
be computed. Note that from pu, one can effectively compute deterministic au-
tomata for the languages [¢] ~! (k) and then a deterministic automaton A for the
language L introduced in the proof of Lemma 4.4. Therefore, following the proof
of Lemma 4.4, we can effectively compute a weighted automaton for [Vz.¢]. O

Corollary 4.7. Let K be a computable field, and let o, € RMSO(K, A). Then
it is decidable whether [¢] = [¢]. It is also decidable whether [¢] and [v] differ
only for finitely many words.

Proof. By Proposition 4.6, the series [¢], [/] and hence also [¢] — [¢] = [¢] +
(=1) - [¢Y] are effectively recognizable. By [2, Propositions VI.1.1, VI.1.2], it is
decidable whether such a series equals 0, or whether its support is finite. O

5 Recognizable series are definable

In all of this section let K be a semiring and A an alphabet. We wish to show
that if K is commutative, then all recognizable series are REMSO-definable. For
this, the concept of an unambiguous MSO-formula will be useful.

Definition 5.1. The class of unambiguous formulas in MSO(K, A) is defined
inductively as follows:

1. All atomic formulas of the form P,(z), x <y or (x € X), and their negations
are unambiguous.

2. If ¢, are unambiguous, then p A, Vx.p and VX.¢ are also unambiguous.

3. If v,% are unambiguous and Supp([¢]) N Supp([]) = 0, then @ V 1 is un-
ambiguous.

4. Let ¢ be unambiguous and V = Free(p). If for any (w,o) € A3, there is at
most one element i € {1,...,|w|} such that [p]yuiey(w, oz — i]) # 0, then
dx.p is unambiguous.

5. Let ¢ be unambiguous and V = Free(p). If for any (w,o) € A3, there is at
most one subset I C {1,...,|w|} such that [¢]yuix)(w,o[X — I]) # 0, then
3X.¢ is unambiguous.
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Proposition 5.2. Let ¢ € MSO(K, A) be unambiguous. We may also regard ¢
as a classical MSO-formula defining the language L(p) C A%. Then, [p] = 1z,
1s a recognizable step function.

Proof. Let (w,0) € A. If (w,0) ¢ N, then [¢](w,0) = 0 and (w,0) ¢ L(p).
Assume now that (w,0) € N,. We show by structural induction on ¢ that
[¢](w, o) equals 1 if (w,0) = ¢ and equals 0 otherwise. This is clear for the
atomic formulas and their negations. It is also trivial by induction for conjunction
and universal quantifications. Using the unambiguity of the formulas, we also get
the result by induction for disjunction and existential quantifications. Therefore,
[¢] = 1.(,) and since L(¢p) is a recognizable language in A7, we obtain that [¢]
is a recognizable step function. O

Next we show that, conversely, classical MSO-formulas can be transformed
into unambiguous formulas.

Lemma 5.3. For each classical MSO-formula ¢ not containing set quantifica-
tions (but possibly including atomic formulas of the form (x € X)) we can ef-
fectively construct two unambiguous MSO(K, A)-formulae ot and o~ such that
let] =1z and [o7] = 1z, i.e., for any (w,0) € N, we have

[¢)(w,0) =1 = (w,0) F¢
[[(P_]](waa) =1 = (’LU,U) F’é p-

Proof. We may assume (using also conjunction and universal quantification in
our syntax or as abbreviations) that in ¢ negations are applied only to atomic
formulas. Now we proceed by induction, and we only give the respective formulas
ot and ¢, leaving the easy proofs to the reader.

1. If ¢ is atomic or negation of an atomic formula, put ¢+ = ¢ and =~ = —p
with the convention that —— = .

2. (pV)T =t V(p~ AYT) and (p V)~ =~ A

(PAY)" = V(pt Ay7) and (¢ AY)T =t AT

4. (vﬂw-so)+ = Jz.(¢T(2) AVy.((z < y) vV (~(z < y) A e~ (y)))) and (Jz.@)” =

.0

5. (Vo)™ = Jo.(¢™(2) AVy.((z < y) vV (~(z < y) At (y)))) and (Va.p)t =

Vr.pT. 0

@

Proposition 5.4. For each classical MSO-sentence ¢, we can effectively con-
struct an unambiguous MSO(K, A)-sentence ¢ defining the same language, i.e.

[V] = 1zp)-

Proof. The complement L(¢) of £() can be defined in existential MSO-logic,
hence L(y) is in universal MSO-logic. That is, L(¢) = L(p) for some MSO-
formula p of the form p = VX, ..., X,,.¢ such that { contains no set quantifica-
tions. Using Lemma 5.3, put ¢ = VX1,..., X,.CT. O
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Now we aim at showing that recognizable series are definable. First, for k €
K, we define

(zeX)—k)=-(xeX)V((zeX)Nk).

Hence for any word w and valid assignment o, we have

k ifo(z) € o(X)
1 otherwise

[((x € X) = B)v(w,0) = {

so [((z € X) — k)]yv is a recognizable step function, and we get
Vz.((x € X) — k)]v(w,0) = Ll

We introduce a few abbreviations. We let min(y) := Va.y < z, and max(z) :=
Veax < z,and (y=a2+1) =@ <y A~y <z)AVz(z <zVy < z2). If
X1,...,X,, are set variables, put

partition(Xy, ..., Xp,) := Va. \/ (x € Xi) A /\ -(z € Xj)

i=1,...,m j#i
Now we show:
Theorem 5.5. Let K be commutative. Then K™ A*)) C K ™ A*).

Proof. Let A = (Q, A\, it,y) be a weighted automaton over A. For each triple
(p,a,q) € Q x A x @ choose a set variable X, , 4, and let V = {X,, ., | p,q €
Q,a € A}. We choose an enumeration X = (X1,..., X,,) of V with m = |Q|?-|A].
Define the unambiguous formula

(X)) := partition(X)* A /\ Va.((x € Xpa,q) — Pa(z))T

p,a,q

+
/\VxVy.((y =z+1)— \/ (x € Xpaqg) N(y € Xq,b,r)) .
p,q,r€Q,a,beA

Let w = a;...a, € AT. We show that there is a bijection between the set of
paths in A over w and the set of (V,w)-assignments o satisfying 1), i.e., such
that [¢](w, o) = 1. Let p = (qo - q1 — --- — @) be a path in A over w.
Define the (V,w)-assignment o, by 0,(Xpaq) = {7 | (¢i-1,0i,q) = (p,a,q)}.
Clearly, we have [¢](w,0,) = 1. Conversely, let o be a (V,w)-assignment such
that [¢](w, o) = 1. Due to partition X, for any z € {1,...,n} there are uniquely
determined p,¢ € @ and a € A such that x € 6(X, 44) and if y =z +1 < n,
then y € 0(Xgp,») for some uniquely determined b € A, r € ). Hence we obtain
a unique path p = (g0 —> ¢1 — -+ — ¢5,) for w such that o, = 0.
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Consider now the formula

P(X) = d(X) A\ Va((@ € Xpag) = pla)p)

P,a,q
A Ely.(min(y) A \/ (y € Xpaq) N )\p)
P,a,q
A Elz.(max(z) A \/ (z € Xpaq) A ’yq).
P,a,q
Let p = (g0 2% ¢t — -+ 2% ¢,) be a path in A over w and let o, be the

associated (V, w)-assignment. We obtain

lel(w, op) (H e L‘j{; pa,q)> Ao Van

p,a,q
= Ao - 110a1)go,q1 ** 1(@n) g 1,0m " Vam

which is the weight of p in A. Let £ = 3X;---3X,.0(X1,..., X:n). Using the
bijection above, we get for w € AT

[€](w) = > [l (w,0) = > [l (w, a,)

o (V,w)-assignment p path in A for w

= > weight(p) = (|| Al], w).

p path in A for w

Note that [£](¢) = O due to the subformula starting with Jy in ¢. Hence, it
remains to deal with w = . We have (|| A||,e) = A-v. Let { = (A - ) A
Vz.=(z < z). For w € AT we have [(J(w) = [Vz.=(z < z)](w) = 0. Now,
[Vz.=(z < z)](e) = 1 since an empty product is 1 by convention, hence we get
[C)(e) = A . Finally, [| A]| = [C v €] € K**mso((*)). 0

Now Theorem 3.7 is immediate by Theorems 4.5 and 5.5.

Observe that the proof of Theorem 5.5 is constructive, i.e. given a weighted
automaton A, we effectively obtain an REMSO(K, A)-sentence ¢ with [¢] =
Il AJl. Using this, from the theory of formal power series (cf. [23,17,2]) we
immediately obtain undecidablilty results for the semantics of weighted MSO-
sentences. For instance, it is undecidable whether a given REMSO-sentence ¢
over Q, the field of rational numbers, and an alphabet A, satisfies Supp([¢]) =
A*. Also, by a result of Krob [16], the equality of given recognizable series
over the tropical semiring is undecidable. Hence, the equality of two given
REMSO(Trop, A)-sentences is also undecidable.

6 Locally finite semirings

In section 3 we gave examples of semirings K showing that the results of The-
orem 3.7 and 4.5 in general do not hold for arbitrary MSO(K, A)-sentences.

16



In contrast, here we wish to show that for a large class of semirings K, all
MSO(K, A)-formulas have a recognizable semantics.

A semiring K is called locally finite, if each finitely generated subsemiring of
K is finite. A monoid is called locally finite, if each finitely generated submonoid
is finite. It is easy to check that a semiring (K, +,-,0,1) is locally finite iff both
monoids (K,+,0) and (K, -, 1) are locally finite.

For example, any Boolean algebra (B, V,A,0,1) is locally finite. The max-
min semiring Ryax,min = (R4 U{oo}, max, min, 0, c0) of positive reals, used in
operations research for maximum capacity problems of networks, is locally fi-
nite. In fact, more generally, any distributive lattice (L, V, A,0, 1) with smallest
element 0 and largest element 1 is a locally finite semiring. Examples of infinite
but locally finite fields are provided by the algebraic closures of the finite fields
Z/pZ for any prime p. If K is a locally finite semiring, the matrix monoids K"™*™
are locally finite for all n, cf. [6, 7] for further basic properties.

Lemma 6.1 ([6,7]). Let K be a locally finite semiring. Then any recognizable
series S : A* — K is a recognizable step function.

Proof. Choose a representation (Q, \, it,y) of S. Let K’ be the subsemiring of
K generated by {Ap, p(@)p.q,7 : p,q¢ € Q,a € A}. Then K’ is finite, hence
so is p(A*) € K'9*? and also Im(S) = {A- -y : I' € u(4")}. So § =
Zkelm(s) k-1g-1(1), and as in the proof of Proposition 4.6, each language S=L(k)
is recognizable. a

Lemma 6.2 ([2, Cor. I111.2.4,2.5]). If T : A* — N is a recognizable series over
the semiring N with natural addition and multiplication, then for all a,b € N,
the languages T~1(a) and T=1(a + bN) are recognizable.

Proposition 6.3. Let K be a locally finite commutative semiring, h : A* — B*
a non-erasing homomorphism, and S : A* — K a recognizable series. Then the
series 1I,(S) : B* — K given by (IIn(S),w) = [[,ep-1()(S:v) (w € B*) is
recognizable.

Proof. By Lemma 6.1, S has the form S = 2?21 kj -1, with n € N,k; € K

and recognizable languages L; C A* (j = 1,...,n) which form a partition of A*.
For any w € B*, let m;(w) := [~ (w) N Ly|. Then (I,(S),w) = [T}_, k",
For each j € {1,...,n}, the submonoid of (K,-,1) generated by {k;} is finite.
Choose a minimal a; € N such that k:jj = k?ﬁm for some z > 0, and let
b; be the smallest such > 0. Then (k;) = {1,kj,kj2-,...,k;j+bj_1}, and for

each w € B*, k" @) — k5 for some uniquely determined d;(w) € N with

0 < dj(w) < aj+bj —1 and m;(w) € d;j(w) + bj N. Note that if 0 < d < aj,
then k7 = k% iff m;(w) = d, and if a; < d < aj + by, then k") = k¢ iff
mj(w) € d+ b; N. Thus

n
d‘ d n
(In(S), w) = H kj](w) = Z kit k‘Z ) ﬂMcl,lmmerg;n (w)
j=1 di,...,dp:
0<d;j<aj;+b; (j=1,..., n)
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with M7 := {w € B* : k:;nﬂ(w) k§} (0 < d < aj+bj,1 <j<n). Note that for
each 1 < j < n, the series T; = h( ;) 1 B* — N is recognizable and satisfies
(B(11,), ) = Sy sy Az, 8) = my(w) (w € B*). Hence

M) = {w € B* | m;(w) = d} :ijl(d) if 0 <d<aj;, and
Mj ={we B* | mj(w) € d+b; N} =T, (d+b;N) if a; < d < aj +b;.

In each case, M g is recognizable by Lemma 6.2. Hence IT,(S) is recognizable. 0O
As a consequence, we obtain:

Theorem 6.4. Let K be a locally finite commutative semiring and A an alpha-
bet. Then KTe¢{{A*)) = K™°{(A*)).

Proof. The inclusion K"¢¢({(A*)) C K™*°((A*)) is immediate by Theorem 5.5, but
we obtain an independent proof by Lemma 6.1, Biichi’s Theorem and Proposition
5.4. For the converse, we prove by structural induction that [¢] is recognizable
for any MSO(K, A)-formula ¢. We may apply Lemma 4.1, 4.2 and 4.3, and
for universal first-order quantification we use Lemmas 6.1 and 4.4. Now the
induction step for universal second-order quantification V.X.p is immediate by
Proposition 6.3, using a standard projection from Ay (xy onto Ay where V =
Free(p). O

Again, given an MSO(K, A)-formula ¢, following the above proof we can
effectively construct a weighted automaton A over K and A, such that || A| =
[#]. As a consequence of this and of corresponding decidability results given in
[7, Cor. 4.5] for recognizable series over locally finite semirings, we immediately
obtain:

Corollary 6.5. Let K be a locally finite commutative semiring and A an alpha-
bet. It is decidable

(a) whether two given MSO(K, A)-formulas ¢ and v satisfy [¢] = [[1/)]]
(b) whether a given MSO(K, A)-formula ¢ satisfies Supp([¢]) =

7 Weighted first-order logic

In this section, we investigate weighted first-order logic and the relationship to
aperiodic series. Most of our results will require additional assumptions on the
semiring K.

Definition 7.1. Let K be a semiring and A be an alphabet. A formula ¢ €
MSO(K, A) is called a (weighted) first-order formula, if ¢ does not contain any
set variable. We let FO(K, A) contain all first-order formulas and RFO(K, A) all
restricted first-order formulas over K and A. The collections of series definable
by these formulas are denoted K*©({(A*) and K™ A*)), respectively.
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As is well-known, the first-order definable languages are precisely the starfree
languages which in turn coincide with the the aperiodic ones [25,20]. Aperiodic
and starfree formal power series were introduced and investigated in [6, 7]. Recall
that a monoid M is said to be aperiodic, if there exists some m > 0 such that
™ = g™t for all x € M. We call a monoid M weakly aperiodic, if for each
x € M there exists m > 0 such that 2™ = ™. Clearly, a finite monoid is
aperiodic iff it is weakly aperiodic.

A language L C A* is called aperiodic if there exists a finite aperiodic monoid
M and a homomorphism ¢ : A* — M which saturates L, i.e. L = ¢~ (¢(L)).
Equivalently, the language L is aperiodic iff L is recognizable and there exists
some m > 0 such that uwv™w € L iff wvv™w € L for all u,v,w € A*. The
smallest such m is called the indez of L and denoted index(L).

A series S : A* — K is called aperiodic, if there exists a representation S =
(Q, A, 1, 7v) with u(A*) aperiodic. Observe that then there exists some m > 0 such
that for all w € A* we have p(w™) = p(w™*1) and hence (S, w™) = (S, w™*1).
The collection of all aperiodic series over K and A will be denoted K2Pr{{A*)).

We summarize some properties of aperiodic series derived in [6, 7].

Lemma 7.2 ([7]). Let K be a semiring and A an alphabet.
(a) If L C A* is an aperiodic language, then the series 15, is aperiodic.

(b) If S,T : A* — K are aperiodic, then S+ T, k-S and S -k are aperiodic for
any k € K. Moreover, if K is commutative, then S © T is also aperiodic.

Lemma 7.3 ([6,7]). Let K be locally finite, let A be an alphabet and let S :
A* — K be aperiodic. Then S = 2?21 kj -1p, is a recognizable step function
with aperiodic languages L; (j =1,...,n).

Now we turn to the relationship between aperiodic and FO-definable series.

First we show that even if K is finite and commutative, in general we do not
have K2Per((A*)) = KT (A*).

Ezample 7.4. Let K = Z /27 , the field with two elements, and S = [Jz.1]. Then
S(w) = |w| mod 2 for any w € A*. Hence S is not aperiodic since otherwise we
would obtain some m > 1 such that S(a™) = S(a™*1) (a € A), a contradiction.
Note that here the monoid (K, -) is idempotent, and (K, +) is not aperiodic.

Ezample 7.5. Let K be the tropical semiring and T' = [Vz.1]. Then T(w) = |w|
for all w € A*, so T is not aperiodic. Note that (NU{—oco0}, max) is idempotent,
but (NU{—o0},+) is not weakly aperiodic.

These examples indicate that in order to achieve the inclusion K ({(A*)) C
Kaper({A*)) we need some aperiodicity assumption both for (K, +) and (K, -).

Lemma 7.6. Let K be locally finite, let A be an alphabet, and let ¢ € FO(K, A)
such that [¢] is aperiodic.

(a) If (K,+) is weakly aperiodic then [Fx.¢] is aperiodic.
(b) If (K,-) is weakly aperiodic and commutative, then [Vx.p] is aperiodic.
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Proof. We try to prove (a) and (b) simultaneously as far as possible, following
the argument for Proposition 6.3. Let V = Free(3z.p) = Free(Vr.p). If = ¢
Free(p) then let ¢’ = ¢ A (x < ). By Lemma 7.2, we deduce that [¢'] is
aperiodic and using Proposition 3.3 we get [¢]yurzy = [ ]vufay. Hence, we
obtain [Jz.¢] = [Fz.¢'] and [Vz.¢] = [Vz.¢']. Therefore, we may assume that
W = Free(p) = VU {z}.

By Lemma 7.3, we may write [¢] = >37_, k; - 1, with n € N, k; € K
and aperiodic languages L; C A}, (j = 1,...,n) forming a partition of Aj,,.
Recall that the language Nyy = {(w,0) € A}, | 0 is a valid (W, w)-assignment }
is recognizable, and it is easy to check that N}y is aperiodic. By intersecting
with Ny or Ny, we may assume for each j = 1,...,n that either L; € Ny or
L; C Nyy. Further suppose that there is (w,7) € L; C Nyy. Then [¢](w,7) = 0,
so k; = 0. Now by taking a finite union, we may assume that Ny = L; for some
unique 5 € {1,...,n}.

For (w,0) € A}, let mj(w,0) = |{i |1 < i < |w|, (w,olx —1i]) € Lj}| € N.
We obtain

lwl n

[Bz.¢](w,0) = ZZI@ Az, (w,olz —i]) = ij -mj(w, o).
i=1 j=1 j=1
Since (K, +) is weakly aperiodic, for each j € {1,...,n} we can choose a minimal

a; € N such that kj ca; = kj : ((Ij + 1) Note that kj . mj(w,o) = kj caj iff
mj(w,o) > a; and if 0 < d < aj, then kj - m;(w,0) = k; - d iff m;(w,0) = d.
Hence

n
Bael= Y | D ki-d Ly n..nmz,
di,...,dpn: \Jj=1

Ogdjgaj
with M7 := {(w,0) € A} | kj - mj(w,0) = k; -d} for 0 < d < aj, 1 <j <n. By
Lemma 7.2, it remains to show that these languages M} are aperiodic. As noted
above,
M= {(w,0) € A}, | mj(w,0) =d} if0<d<a;
d {(w,0) € A}, | m;(w,0) > a;} otherwise.

Since the class of aperiodic languages is closed under complements and intersec-
tions, it suffices to prove that M2, = {(w,0) € A}, | m;(w,0) > d} is aperiodic
for each 0 < d < a;. Note that Mio = A3, is aperiodic.

Fix 1 <j<nand0 < d < a;. Choose m > (d+1)-(¢+1) > 2 where
¢ = index(L;) and let u,v,w € A3},. We show that wv™ 'w € MZ, implies
wv™w € M i 4 The converse implication, which is slightly simpler, can be shown
similarly. So assume that wv” 1w € MZ . Then (uv™'w)z — i] € L; for at
least d positions i with 1 < i < |uv™ lw|. We distinguish between two cases.

First, assume that uv™™!w € A3, does not consist of a valid V-assignment and
let y € V = W\ {z} be a first-order variable such that the y-row does not contain
exactly one 1. Then, (vv™ w)[z — i] € Nyy and Nyy = L; by our assumption
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above. Also, the y-row of uv™w is not a valid assignment. This is clear if the
y-row of v is uniformly 0 and also true if the y-row of v contains at least one 1
since m > 2. Therefore, for all 1 < i < |uv™w|, the word (uv™w)[z — 4] does
not consist of a valid assignment for y and (uv™w)[z — i] € Ny, = L;. Hence,
uw™w € Mi d

Second, assume that uv™lw € A}, consists of a valid V-assignment. Note
that in this case, for each first-order variable y € V, the y-row of v must be
uniformly 0. Now choose exactly d positions i with 1 < i < |Juv™lw| and
(uv™ T w)[x — 4] € L;. By choice of m we can find a consecutive sequence of £+1
copies of v such that all of the d chosen positions i lie outside of this sequence. By
removing an occurrence of v in this sequence, we obtain that (uv™w)[z — i] € L;
for at least d positions of 7 with 1 <4 < |uv™w| (some of these positions might
now have been shifted by |v| to the left). Therefore, uv™w € MZ ,. This proves

our claim, showing that Mi 4 1s aperiodic.
Next we turn to part (b). We compute

lw| n

n
Vz.o)(w, o) = H ij A, (w, ol —i]) = H k?j(w’o)
i=1 j=1 j=1
using commutativity of K. Since (K, -) is weakly aperiodic, there exists for each
j €{1,...,n} a minimal @ € N such that k;lj = k;ljﬂ. Similarly as above, we
obtain

n
d;
Vz.o] = E H k' | Ly ooy,
dl,...,dn: j:l
0<d;<d/

with M", .= {(w,0) € A3 | k;nj(w’g) =k} for 0 < d < a,1 <j<n. Now

M= {(w,0) € A}, | mj(w,0) = d} if0§d<a9
{(w,0) € A}, | mj(w,0) = a;} otherwise.

As shown above, these languages are aperiodic, so [Vz.¢] is aperiodic. ]

We just note here that by [6], Lemma 7.3 and hence Lemma 7.6 also hold
for all semirings having Burnside matrix monoids (cf. [6] for definition of this
notion). However, this generalization will not be needed subsequently.

We call a semiring K weakly bi-aperiodic, if both (K, +) and (K, ) are weakly
aperiodic. If K is also commutative, then in particular K is locally finite. Clearly,
any idempotent monoid is weakly aperiodic. Thus the weakly bi-aperiodic semi-
rings include all semirings in which both addition and multiplication are idem-
potent, and this class of semirings properly contains (cf. [11]) the class of all
distributive lattices (L, V, A,0,1) with smallest element 0 and greatest element
1. There are further examples:
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Example 7.7. Let 0 < d € R. We let [R"lmaX be the real max —plus semiring
truncated at d, i.e. R% = ([0, d] U{—o0}, max, +4, —00,0) with z +qy := x4y
ifx+y<d,and x +4y :=d if x +y > d. This semiring is weakly bi-aperiodic,
and (RY__,+4) is weakly aperiodic but not aperiodic.

max?

Now we show:

Theorem 7.8. Let K be a commutative weakly bi-aperiodic semiring, and A an
alphabet. Then
KP(AY) = KMO(A") = K(AY)).

Proof. Let S : A* — K be aperiodic. By Lemma 7.3, we have S = >0, k;1z,
where the L; are aperiodic languages. Using McNaughton-Papert’s theorem [20]
and Schiitzenberger’s theorem [25], we find first-order formulae ¢, such that
Lj = L(pj) for each j. Now, using Lemma 5.3, we have 11, = [[gp;r]] It remains
to define o =\, ., kj A <,0;-|r in order to obtain S = [¢] as desired. Therefore,
Kaper<<A*>> C Krfo«A*».

Conversely, we prove for any FO(K, A)-formula ¢ by induction on the struc-
ture of ¢ that [¢] is aperiodic. This is clear for atomic formulas and their nega-
tions by Lemma 7.2(a). For disjunction and conjunction we use Lemma 7.2(b)
and for existential and universal quantification apply Lemma 7.6. O
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