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Abstract

A logic extending classical reasoning and supporting quantum reason-
ing is presented. The quantum logic is obtained by applying the exogenous
semantics approach to propositional logic. The design is guided by the
postulates of quantum mechanics and inspired by applications in quan-
tum computation and information. The models of the quantum logic are
superpositions of classical valuations. In order to achieve a recursive ax-
iomatization, the superpositions are taken in inner product spaces over
algebraic closures of arbitrary real closed fields.

1 Introduction

A new logic EQPL (exogenous quantum propositional logic) was proposed in
[25, 26, 27] for modeling and reasoning about quantum systems, embodying
all that is stated in the relevant Postulates of quantum physics (as presented,
for instance, in [14, 30]). The logic was designed from the semantics upwards,
starting with the key idea of adopting superpositions of classical models as the
models of the proposed quantum logic.

This novel approach to quantum reasoning is different from the mainstream
approach [18, 13]. The latter, as initially proposed by Birkhoff and von Neu-
mann [8], focuses on the lattice of closed subspaces of a Hilbert space and
replaces the classical connectives by new connectives representing the lattice-
theoretic operations. The former adopts superpositions of classical models as
the models of the quantum logic, leading to a natural extension of the classi-
cal language containing the classical connectives (just as modal languages are
extensions of the classical language). Furthermore, EQPL allows quantitative
reasoning about amplitudes and probabilities, being in this respect much closer
to the possible worlds logics for probability reasoning than to the mainstream
quantum logics. Finally, EQPL is designed to reason about finite collections
of qubits and, therefore, it is suitable for applications in quantum computation
and information. The models of EQPL are superpositions of classical valua-
tions that correspond to unit vectors expressed in the computational basis of



the Hilbert space resulting from the tensor product of the independent qubit
Systems.

Therefore, in EQPL we can express a wide range of properties of states of
such a finite collection of qubits. For example, we can impose that some qubits
are independent of (that is, not entangled with) other qubits; we can prescribe
the amplitudes of a specific quantum state; we can assert the probability of a
classical outcome after a projective measurement over the computational basis;
and, we can also impose classical constraints on the admissible quantum states.

Herein, we concentrate on presenting a decidable fragment of EQPL by suit-
ably relaxing the semantic structures of EQPL. Instead of considering Hilbert
spaces we work with inner product spaces over an arbitrary real closed field
and its algebraic closure. The decidability results from the fact that the first
order theory of such fields is decidable [23, 6]. This technique was inspired by
related work on probabilistic logic [1]. Furthermore, the decidable fragment of
EQPL so established turns out to be strongly complete although we concen-
trate on weak completeness. The price we have to pay for decidability is a weak
arithmetic language — we loose the analytic aspects of complex numbers.

The exogenous approach to extending a given logic is discussed and illus-
trated in Section 2. Section 3 presents dEQPL step by step: design options,
models, language and its interpretation, sound axiomatization, and some use-
ful metatheorems. In Section 4 we show that dEQPL is weakly complete and
decidable. The proof of weak completeness can easily be adapted to a proof of
strong completeness but we refrained to do so since our primary interest is in
applications involving finitely presented theories. We illustrate the use of dE-
QPL with two worked examples in Section 5. First we reason about a Bell state.
Afterwards, we reason about the quantum teleportation protocol proposed in
[7]. Finally, in Section 6 we assess what was achieved and provide an outlook
of further developments of the proposed approach to quantum reasoning.

2 Exogenous approach

The exogenous semantics approach to enriching a given logic roughly consists
of taking as models of the new logic sets of models of the original logic, possibly
together with some additional structure. This general mechanism for building
new logics is described in detail in [28, 9]. The first example of the approach
appeared in the context of probabilistic logics [31, 32|, although by then not
yet recognized as a general construction.

The adjective “exogenous” is used as a counterpoint to “endogenous”. For
instance, in order to enrich some given logic with probabilistic reasoning it may
be convenient to tinker with the models of the original logic. This endogenous
approach has been used extensively. For example, the domains of first-order
structures are endowed with probability measures in [20]. Other examples in-
clude labeling the accessibility pairs with probabilities in the case of Kripke
structures [21] for reasoning about probabilistic transition systems.

By not tinkering with the original models and only adding some additional
structure on collections of those models as they are, the exogenous approach



has the potential for providing general mechanisms for enriching a given logic
with some additional reasoning dimension. As we shall see, in our case the
exogenous approach has the advantage of closely guiding the design of the
language around the underlying concepts of quantum physics while keeping the
classical connectives.

The exogenous approach of collecting the original models as proposed in
[25, 26] is inspired by the possible worlds semantics of modal logic [24]. It
is also akin to the society semantics for many-valued logic [12] and to the
possible translations semantics for paraconsistent logic [11]. The possible worlds
approach also plays a role in probabilistic logic [31, 32, 5, 4, 17, 1].

As an introductory example of the exogenous approach, we briefly explain
how a probabilistic logic can be obtained from classical propositional logic, fol-
lowing closely [28]. Since quantum reasoning subsumes probabilistic reasoning,
this example will also be useful for our purposes. However, before we proceed to
explain the probabilistic logic, we first concentrate on a fragment of the proba-
bilistic logic called global propositional logic. Global logic is also a fragment of
the quantum logic proposed in this paper.

We start by taking a set II of propositional symbols. From a semantic point
of view, the models of global logic are sets of valuations over II. The language
of global logic consists of:

e Classical propositional formulas constructed from II using the classical
connectives L and =-.

e Global formulas constructed from the classical propositional formulas by
the global connectives Il and 1. The global connectives mimic the clas-
sical connectives in a sense which we will make precise shortly.

The satisfaction relation between the semantic models and the formulas is as
follows. A model V' (V is some set of “classical” valuations) of the global logic
satisfies a classical propositional formula « if every classical valuation v € V
satisfies . Therefore, any classical tautology is a global tautology.

Analogous to the case of classical logic, a global valuation V satisfies the
global formula vy T if either V satisfies 49 or V' does not satisfy ;. The global
connective 1l is never satisfied. Clearly this is a copy of the classical propo-
sitional logic and indeed, if we replace the classical connectives in a classical
tautology by their global counterparts we will get a global tautology.

As we just saw, there are two copies of the classical propositional logic in the
global logic. A natural question to ask is whether the two copies are necessarily
distinct. The answer is yes and while the connectives 1 and L collapse, it is
not the case with the two implications. However, there is a relation between
those two and if V satisfies oy = a9 then V also satisfies av; 3 as. The reverse
does not hold in general.

There is a sound and strongly complete axiomatization for global logic which
contains five axiom schemas and an inference rule. One axiom schema says that
every classical tautology is a global tautology while the other says that replacing
classical connectives by their global counterparts results in a global tautology.
One axiom identifies | and 1L, a second one axiomatizes the relation between



the two implications that we mentioned above, and the last one says that the
classical and global conjunctions (global conjunction is introduced as usual)
collapse. The inference rule is the global counterpart of modus ponens.

Global logic is the first step towards creating the exogenous probabilistic
logic. The probabilistic logic is obtained “exogenously” by assigning probabili-
ties to each of the classical valuations in a global valuation V. This allows us to
reason about the probability that a classical propositional formula is true in V:
the probability of ¢ is the sum of the probabilities of the valuations that satisfy
. Given a set II of propositional symbols, the language of the probabilistic
logic consists of:

e Classical propositional formulas constructed from II using the classical
connectives 1 and =-.

A set of terms that include:

- real-valued variables and real computable numbers;
- probability terms denoting probabilities of classical formulas; and

- sum and product of terms.

e Comparison formulas of the form t; < to where ¢; and ¢y are terms.

Formulas constructed from classical propositional formulas and compari-
son formulas using the global connectives 1L and .

A model for the probabilistic logic contains a global valuation along with
a probability measure which assigns to each classical valuation a real value
between 0 and 1. As explained, this gives us an interpretation of the probability
terms in the language. The satisfaction of classical formulas is the same as in
the global logic. Observe that if V satisfies a classical formula « then the
probability of a being true is 1 regardless of the probability measure on V.
Hence, the probability of a classical tautology in any model is always 1.

In order to interpret the variables, the model also contains an assignment of
variables to real numbers. This helps to interpret the terms and the comparison
formulas in the natural way. The interpretation of the global connectives is the
same as before.

An axiomatization of probabilistic logic is obtained by extending the ax-
iomatization for global logic as follows. The connection between the classical
connectives and probability terms is obtained by three axioms:

1. The probability of any classical tautology is 1.

2. If the probability of the classical formula a; A as is 0 then the probability
of a1 V g is the sum of the probabilities of oy and ag. This is the finite
additivity of probability measures.

3. If the probability of the classical formula oy = g is 1 then the probability
of a1 is less than the probability of . This is the monotonicity property
of probability measures.



For the comparison formulas, an oracle is used which gives the valid com-
parison formulas. The axiomatization is sound and weakly complete modulo
the oracle. However, even with the oracle strong completeness fails as the logic
is not compact.

The development of the exogenous quantum logic herein follows the same
lines as the development of the probabilistic one. Instead of assigning probabil-
ities, we assign amplitudes to the classical valuations in a global valuation. The
classical valuations themselves represent the computational basis of the qubits
in a quantum system. In fact, we are only interested in quantum systems com-
posed of a finite number of qubits since applications in quantum computation
and information only deal with such systems. A superposition of these classical
valuations will then give the state of the quantum system. We will explicitly
have terms in the language to interpret these amplitudes and they will be at
the core of the design of our language. We postpone the detailed discussion
of the language and the logic to Section 3. The resulting quantum logic is a
decidable fragment of the logic in [27].

These quantum logics obtained using the exogenous approach are philosoph-
ically closer to some probabilistic logics (like [17, 1]) than to the mainstream
quantum logics in the tradition of Birkhoff and von Neumann [8, 18, 13]. Both
types of quantum logic are motivated by semantic considerations, albeit very
different ones. The mainstream quantum logics are based on the idea of replac-
ing the Boolean algebras of truth values by the more relaxed notion of ortho-
modular lattices. Thus, they end up with non classical connectives reflecting
the properties of meets and joins of those lattices. The exogenous quantum
logics are based on the idea of replacing classical valuations by superpositions
of classical valuations while preserving the classical connectives. On the other
hand, in both types of quantum logic a formula and a propositional symbol in
particular denotes a subspace of the Hilbert space at hand. However, in the
exogenous quantum logics a quantum system is assumed to be composed of n
qubits and, hence, the underlying Hilbert space has dimension 2".

Our semantics of quantum logic, although inspired by modal logic, is also
completely different from the alternative Kripke semantics given to mainstream
quantum logics (as first proposed in [15]). That Kripke semantics is based on
orthomodular lattices.

The quantum logic proposed in [34, 33] is also inspired by probabilistic logics
[17] and capitalizes on some techniques first proposed for those logics, but it
has aspects of both mainstream quantum logics and exogenous quantum logics.
In short, it is a classical logic of probabilistic measurements over a quantum
system where quantum formulas denote projectors, quantum negation stands
for orthogonal complement and quantum conjunction stands for composition.
Note also that no amplitude terms appear in [34, 33] contrarily to exogenous
quantum logics where amplitudes replace probabilities as the central concept.

The tensor product plays a key role in the exogenous quantum logics as it
does in the categorical semantics proposed in [2, 3]. However, in our logics we
still use the concrete characterization of tensor product of qubits (represented
in our language by the propositional symbols).



3 Decidable fragment of EQPL

We start by discussing design issues, and then proceed to introduce the logic.

3.1 Design issues

In this section, we shall discuss how the Postulates of quantum mechanics [14]
guided the design of the proposed logic, and give a brief introduction to the
relevant concepts and results. The first Postulate of quantum mechanics states:

Postulate 1: FEvery isolated quantum system is described by a Hilbert space.
The states of the quantum system are the unit vectors of the corresponding
Hilbert space.

Please recall that a Hilbert space is a complete inner product space over C
(the field of complex numbers). In quantum computation and information the
quantum systems are composed of qubits. For example, the states of an isolated
qubit are vectors of the form 2|0) + z1|1) where 29, 21 € C and |2]? + 21| = 1.
In other words, they are unit vectors in the (unique up to isomorphism) Hilbert
space of dimension two. As pointed out in the introduction, instead of working
with a Hilbert space we shall consider a “generalized” inner product space
over the algebraic closure of an arbitrary real closed field. This design decision
has the advantage that the resulting logic is decidable. It is possible to work
with Hilbert spaces and still get a weakly-complete calculus as was the case
in EQPL [27], a previous version of the logic developed herein. Indeed, the
logic defined here identifies a decidable fragment of EQPL, and hence we shall
call it dEQPL. In addition to being decidable, dEQPL turns out to be strongly
complete and, therefore, compact. In fact, the source of the non compactness
of EQPL mentioned in [27] was in its arithmetic component.

We shall now briefly review some definitions and results concerning real
closed fields and their algebraic closures.

Definition 3.1 (Real closed fields) An ordered field £ = (K, +,.,1,0,<) is
said to be a real closed field if the following hold:

e Every non-negative element of the K has a square root in K.

e Any polynomial of odd degree with coefficients in K has at least one
solution in K.

We shall use K1, /Cs,... to range over real closed fields and ki, ko, ... to
range over the elements of a real closed field. The set of real numbers with the
usual multiplication, addition and order constitute a real closed field. The set
of computable real numbers with the same operations is another example of a
real closed field.

The algebraic closure of a real closed field K = (K, +, x, 1,0, <) is obtained
by adjoining an element & to K such 624 1 = 0. The algebraic closure, denoted
by K(0), is a two-dimensional vector space over K. Each element in K(J) is



of the form ki + kod where k1, ke € K. The addition and multiplication are
defined as:

(k1 +ko0)+ (K] + k5 0) = (k1 + k] 0)+ (ke + K 9)
(k‘l + ko 5)(143’1 + k‘IQ 5) = (k‘lkll — k‘gk‘é) + (k‘lké + kllk'Q(S)
where —ko .k} is the additive inverse of ko.kj

We shall use ¢y, co,... to range over the elements of K(§). For example,
the field of complex numbers is the algebraic closure of the set of real numbers
with § = 4. The standard notion of conjugation, absolute value and real and
imaginary parts from complex numbers can be generalized to IC(J) as follows:

Re(k‘l + ko 5) = k1
Im(k:1 + ko 5) = ko
k1 + koo = k1 + (—k2)6 where —ky is the additive inverse of ko

The conjugation allows us to generalize the notion of inner product and
normed vector space over C to an arbitrary K(d) as follows:

Definition 3.2 (K(d)-inner product space) A K(d)-inner product space is
a vector space W over the field (§) together with a map

() : WX W — K(5)
such that for all w,w;,ws € V and k € K(d), the following hold:

w, w1 + wz) = (w,wr) + (w, wa).

Definition 3.3 (K(d)-normed vector space) A K(d)-normed space is a vec-
tor space W over the field K(9) together with a map

[|.]|: Wx W — K
such that for all w,wy,ws € V and k € K, the following hold
L. ||w]| > 0.
2. |Jw|| = 0 if and only if w = 0.
3. ||ew|| = |c|||w|| where |c| is the absolute value of c.

4. w4 wa| < [Jwa]] + [|wal].



We shall say that a vector w is a unit vector if ||w|| = 1.

As in the case of inner product spaces over complex numbers, a K(J)—inner
product space (W, (-,-)) gives rise to a norm by letting:

[lwll = v/ (w, w).

For example, the field () together with the map: (c1,c2) = ¢1.¢3 is itself
a K(8)—inner product space. In this case, the resulting norm (||c|| = ve.€) is
the absolute value function.

Any Hilbert space is a C-inner product space. However, we shall model
quantum systems as K(d)—inner product spaces instead of Hilbert spaces, and
the field () will be a part of our semantic structure. Therefore, any theorem
we prove in the logic would remain valid if we had just used Hilbert spaces.

It is also worthwhile to point out that, unlike Hilbert spaces, K(J)—inner
product spaces in general may not have an analytical structure. So, we will
not be able to express properties that necessarily depend upon the analytical
structure’.

Moreover, as the logic is intended to be applied for quantum computation
and information, we shall work only with a special kind of /C(§)—inner product
spaces that are defined by free construction from finite sets:

Definition 3.4 (Free K(J)-inner product space) Given an arbitrary finite
set B, we can construct the free KC(d)-inner product space Hi(s)(B) as:

e Each element of Hy(5)(B) is a map [¢) : B — K(6).

[1) 4 |12) is pointwise addition, i.e.,

(Ih1) + [2))(b) = [1)(b) + [02)(b)-

cly) is pointwise scalar multiplication, i.e.,
(c[¥))(b) = c(|4)(D)).
e The inner product is given by?

(rliba) =Y [1)(b) [1o2) (b).

beB

The dimension of the vector space Hys)(B) is the cardinality of the set B.
Given b € B, let |b) € H(5)(B) be the vector defined as

|b)(b) =1 and |b)(b1) = 0 for every by # b.

It can be easily checked that the set {|b) : b € B} forms a basis of the vector
space H(s)(B). Furthermore, it is the case that (b|b) = 1 and (b[b;) = 0 for

'For example, we cannot define the exponential function on an arbitrary K(4).
2We adopt here the Dirac notation, given its widespread use by the community of quantum
physics and computation.



every b # by. For obvious reasons, we say that {|b) : b € B} is an orthonormal
basis of Hyc(5)(B). This basis plays an important role in the semantics of dEQPL
and for this reason we will henceforth refer to it as being the canonical basis of
Hic(s)-

A natural question that arises in this context is how do we choose B. The
answer lies in our interest in quantum systems composed of qubits. As men-
tioned before, the states of an isolated qubit are vectors of the form zy|0) + z1|1)
where 29,21 € C and |z|? + |21|?> = 1. The set of states can be identified with
(upto isomorphism) the unit vectors in the free C-inner product Hc(B) where
B is an set of 2 elements. Keeping this is mind, it is natural to represent a qubit
by a propositional symbol (henceforth called a qubit symbol) and take B in this
case to be the set of two possible classical valuations of the qubit symbol: 0
that assigns false to the qubit symbol and 1 that assigns true to it.

Similarly, the states of a isolated pair of qubits are of the form zpy|00) +
201’01> +Z10‘10> +211|11>, where zgg, 210, 201, 211 € C and ’ZOO|2 + ’201’2 + ‘210’24-
|z11|? = 1. The set of states in this case can be identified with the unit vectors in
the free C-inner product Hc (B) where B is the set of the four classical valuations
over the pair of qubit symbols representing the two qubits at hand.

The pattern becomes clear, and in general, we will fix a finite set of qubit
symbols 3:

qB = {qgb, : 0 < k < n}.

These will represent the n qubits in our system. As we need to work with the
algebraic closure of arbitrary real closed fields, the states in our systems will
be unit vectors in the free K(J)-inner product space HK(5)(2qB), where 298 is
the set of 2™ possible classical valuations of the n qubit symbols. We shall call
these unit vectors IC(§)-quantum valuations over the set qB.

Another characteristic of quantum systems that we are likely to encounter
in applications in computation and information is that they will be built from
independent sub-systems. We shall model the sub-systems by partitioning the
set B, and a semantic structure will contain this partition. Each member of
the partition, henceforth called a component, will then model the qubits of an
independent sub-system.

If A C gB is a component, then the states of the A sub-system will be
quantum valuations over A, i.e., unit vectors in H;C(g)(QA). If S is the partition,
then the semantic structure also includes a collection {|p), : A € S}, where
|p) 4 is a quantum valuation over A. These represent the states of the sub-
systems.

In addition to reasoning about component sub-systems, we also need to
reason about bigger sub-systems. The sets of qubits of bigger sub-systems are
given by union of qubits of the component sub-systems. Therefore, given a
partition S of qB, we define Alg(S) = {U;4; : A; € S}. A member F € Alg(S)
models the qubits of the component systems. It is easy to see that Alg(S)

3n [27], the set of qubits was infinite. However, the set was restricted when judgments
were considered.



satisfies the following properties*:
1. 0, gB € S.
2. G € S implies that qB\ G € S.
3. G1,G9 € S implies that Gi UGy € S

We also need a way to construct the states of sub-systems from smaller ones.
For this, we take recourse to the second Postulate of quantum mechanics:

Postulate 2: The Hilbert space of a quantum system composed of a finite
number of independent components is the tensor product of the component
Hilbert spaces.

Therefore, for instance, the state of a sub-system composed of two inde-
pendent sub-systems is the “tensor product” of the states of the sub-system.
Of course, we remember that we are not working with Hilbert spaces. There-
fore, we need a definition of a IC(J)-tensor product. For this, we will assume
that the reader is familiar with tensor products of vector spaces. Given two
vector (K)(6) vector spaces W; and Ws, we shall denote the tensor product by
W1 ® Ws,. Please recall that the vector space W1 ® Ws is generated by vectors of
form w; ® we where wy € Wi and wy € Wy. We are ready to define K(d)-tensor
products:

Definition 3.5 (K(d)-tensor product) The tensor product of two K(J)-in-
ner product spaces (W1, (-,-);) and (Wa, (-,+),), is the pair (W7 @ Wa,(-,-)),
where (-, ) is defined as:

Z a; v; @ w; Z b ’U ®w = Z azbj <Uzavg><wsz;>

/L'7j

Observe also that given w € W; ® Ws it is not always possible to find
wy; € Wy and we € Wy such that w = w; ® we. Furthermore, when that
factorization is possible it is not necessarily unique.

Please also observe that in our case, the K-vector spaces over the set of
qubits A are generated by vectors |v) where v is a classical valuation over A.
Therefore, if S is the partition of qB in our model and Ay, A2 € S then the
sub-system composed of A; and As will be generated by vectors of the form
[v1) ® |vg) where v; € H(24%). We will identify |v;) ® |vg) with the vector
lopve) € H(241942) where vivy is the unique valuation that extends v; and
v9. Furthermore, the state of sub-system composed of A; and As is the tensor
product ¥4, ® 14,. (Please note that the tensor product of two unit vectors is
again a unit vector.)

When given a quantum state |¢) € ’H;C((;)(QQB) and non empty G C qB, we
say that the qubits in G are not entangled with the other qubits if there are
1) € Hics)(2€) and [in) € Hics)(29B\C) such that |o) = [t61) & [ifa).

4These properties define a structure often called an algebra in probability theory.

10



Therefore, given any G € Alg(S), the qubits in G are not entangled with
the other qubits, thanks to the way we build the whole state of the system from
the states of the components. Hence, qubits taken from any two independent
components of the system are not entangled in every possible quantum state.

Please note also that (contrarily to what was adopted in [27]) we do not
require that each component state be non factorisable. This relaxation of the
notion of quantum structure had no impact on the entailment relation.

Another key concept in the design of our logic is the concept of logical
amplitudes. Given a K(J)-quantum valuation [¢) and a classical valuation v,
the inner product (v|y) is said to be the logic amplitude of |¢) for v. As we
shall see, these logical amplitudes are at the core of dEQPL. These amplitudes
appear in two ways in the structure which we discuss below.

It is also sometimes convenient to work with V C 29" as we may want to
impose classical constraints on the quantum valuations. For example, we may
want to impose (gb; V gby) requiring states to have (logical) amplitude zero for
every classical valuation not satisfying this classical formula. In our semantics
structures, we shall therefore explicitly have a set V C 298 and we shall call V
the set of admissible classical valuations. Furthermore, for any v € V', we will
require that the amplitude (v|¢)) = 0 where v is the quantum state of the full
system.

Note also that every subset A of qB can be identified with a classical valu-
ation v over qB: v assigns true to gb if and only if gb € A. This, of course, can
be generalized. Any set A C G C gB can be identified with a classical valuation

fuﬁ over G: vg assigns true to all elements of A and false to all elements of

G\ A.

Finally, we also have a collection of K(d) values v = {vga}acqes, acc in
the semantic structure. We impose that if G C Alg(S) then vga = (V§|¥),
where [¢)) . is the state of the sub-system composed of qubits modeled by G.
In other words, they are logic amplitudes when the qubits in G constitute an
independent sub-system.

It should be stressed that these values are not always physically meaningful.
A term v 4 is meaningful only if G € Alg(S). The others are nevertheless useful
for our purposes and help to avoid partial denotation maps. We are now ready
to assemble the different pieces of our semantic structure:

Definition 3.6 (Quantum structure) A quantum structure over qB is a tu-
ple
w = (K,0,V,S,|¢¥),v)

where:
e K is a real closed field and KC(9) is its algebraic closure;
e V is a nonempty subset of 29B;

e S is a partition of qB;

|Y) = {|¥) g} ses where each [1))¢ is a unit vector of Hs. We extend [1))
to Alg(S) as follows:
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L [¢)y =1;
2. |w>51U-~~uSn = |77Z)>S1 ®--® W>sn§

o (V[Y)g=0ifvgV;

o v : {vga}aces,ace where vga = (VS |), if G € Alg(S). In particular,
vpg = 1.

The proposed quantum logic will be interpreted over these quantum struc-
tures. Obviously, we have some redundancy in the notion of quantum structure,
namely, [¢) can be reconstructed from v. However, this redundancy pays off in
ease of use and in clarifying the connection to quantum physics.

The first two Postulates were sufficient to guide us in the task of setting
up the notion of quantum structures over which we shall be able to define the
semantics of dEQPL. Now, we turn our attention to the Postulates concerning
measurements of physical quantities.

Postulate 3: FEvery measurable physical quantity of an isolated quantum sys-
tem is described by an observable acting on its Hilbert space.

Please recall that an observable is a Hermitian operator such that the direct
sum of its eigensubspaces coincides with the underlying Hilbert space. Also
recall that the spectrum 2 of a Hermitian operator (set of its eigenvalues)
is a subset of the set of real numbers, R. For each e € 2, we denote the
corresponding eigensubspace by H, and the projector onto the subspace E. by
P..

It might seem at first that we need to extend the definition of Hermitian
operators to an arbitrary K(0) as Hermitian operators are usually defined over
Hilbert spaces. However, as we shall see shortly, fortunately that is not re-
quired. This is because we do not have constructs in the language for denoting
such measurement operators. In order to use Postulate 3, we need to consider
Postulate 4.

Postulate 4: The possible outcomes of the measurement of a physical quantity
are the eigenvalues of the corresponding observable. When the physical quantity
is measured using observable A on a system in a state |1), the resulting outcomes
are ruled by the probability space P@) = (£, Slg,ul%) where (in the case A has
a countable spectrum)

- Q is the spectrum of the observable A,
- Elq is P the power-set of Q , and

- u“% : E|lq — R is the probability measure defined as

ulhy (B) = ST IR

eck
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For the applications in quantum computation and information that we have
in mind, only logic projective measurements are relevant. Given a quantum
system with the set of qubits qB and a set of classical valuations V', these are
measurements A such that:

- The spectrum of A is equipotent® to V, i.e., there is a bijection between
the spectrum of A and V.

- If we identify V' with the spectrum of A then for each v € V', the corre-
sponding eigenspace H, is generated by the vector |v). The projector P,
is the operator [v)(v], i.e., Py|t)) = (v,2) |v) for each vector ¢ € Hc(298).

Postulate 4 then tells us that the stochastic result of making a logic pro-
jective measurement A given a quantum structure w = (K, 0, V, S, [¢), v) is de-
scribed by the finite probability space Py = (V, pV, iw) where for each U C V:

pw(U) = [(ol) . (1)

velU

For example, if the quantum system is in the particular state
Q00w ’00&)1> + 1w, ’01&)2> + Qp1ws ’01&)3> + 10w, ’10W4>

then the probability of observing the first two qubits gbg, gb; in the classical
valuation 01 (here we take V as {00w;, 00wz, 00ws, 00w, }) is given by |ag1a, |? +
|a01w3 ’2'

We have probability terms in the language of the proposed logic and Equa-
tion 1 is all that we need from Postulates 3 and 4 for interpreting them as we
shall see in Section 3.2.

Once again, we recall that we are working with an arbitrary real closed field.
Given a quantum structure w = (I, 6, V, S, |[¢), v), we define the probability map
pw (V) — K as:

iw(U) =3 [l (2)
velU

The essential difference between Equation 1 and 2 is that summands in the
former are real numbers while the summands of the latter one are elements of
a real closed field given by the quantum structure. It is easy to check that puy
defined in Equation 2 satisfies the “usual” finite probability axioms:

1. py(0) =0 and py(V) =1, and
2. uy (U UU2) = py(Ur) + py(Us) if Uy and Uz are disjoint sets.

Therefore, given a quantum structure w, we have the means for interpreting
dEQPL terms of the form ([«) that denote probabilities.

Finally, although irrelevant to the design of dEQPL, we mention en passant
Postulate 5 that rules how quantum systems evolve beyond measurements:

5The chosen bijection depends on how the qubits are physically implemented. For example,
when implementing a qubit using the spin of an electron, we may impose that spin +%
corresponds to true and spin f% corresponds to false. But, as we shall see, the semantics of
EQPL does not depend on the choice of the bijection, as long as one exists. The same happens
in the case of classical logic — its semantics does not depend on how bits are implemented.

The details of which voltages correspond to which truth values are irrelevant.
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Postulate 5 : FEzcluding measurements, the evolution of a quantum system
is described by unitary transformations.

This last Postulate becomes relevant only when designing a dynamical ex-
tension of the logic (see for instance [26]).

3.2 Language and semantics

There are two kinds of terms in dEQPL, one denoting elements of real closed
field in the quantum structure and the other denoting elements in its algebraic
closure. The formulas of dEQPL, henceforth called quantum formulas, are con-
structed from classical propositional formulas, formulas denoting sub-systems
and comparison formulas (comparing terms denoting elements of real closed
fields) using global connectives introduced in Section 2. We present language of
dEQPL in Table 1 using an abstract version of BNF notation [29] for a compact
presentation of inductive definitions. We discuss the language in detail below.

Classical formulas
a = 1]gb](a=a)

Term language (with the proviso A C G C gB)

¢ = w]OQ1](t+1)](te) | Re(w) | m(u) [ Jul | (fo)
u o= z[|Mealt+it]u](u+u)] (uvu) ] (a> u; )

Quantum formulas (with the proviso F' C qB):
v o= al (<t [FI]LI(y3Y)

Table 1: Language of dEQPL

The first syntactic category is classical formulas. Please recall that we fixed
a finite set of qubit symbols qB. Classical formulas are built from qubit symbols
in gB using the classical disjunctive connectives, falsum 1 and implication =-.
As usual, other classical connectives like =, A,V,< and T are introduced as
abbreviations. We denote the set of qubit symbols occurring in « by qB(«),
and say that a classical formula « is over a set S of qubit symbols if qB(a)) C S.

For the term language, we pick two disjoint denumerable sets of variables.
The first set of variables X = {z} : k € N} is interpreted in the real closed field
of the quantum structure, and the second set Z = {z : k € N} is interpreted
in the closure of the real closed fields. As we shall see in Section 5, variables
are often useful for applications that we have in mind. There are two syntactic
categories t and u for terms, which are mutually defined. The syntactic category
t denotes the elements of a real closed field and u denotes the elements of its
closure respectively. We will often abuse the notation by saying that ¢ is a real
term and u is a complex term.

14



Most of the term constructs are self-explanatory and already motivated in
the previous section. The term |T), 4 denotes the logical amplitude vg4 in the
quantum structure, and henceforth will be called an amplitude term. The term
([ ) denotes the probability that classical formula « holds for an outcome of
a logical projective measurement, and will be called a probability term. The
denotation of the alternative term (> uq; uz) will be the value denoted by uq
if o is true, and the value denoted by uo otherwise.

As usual, we may define the notion of occurrence of a term ¢; in a term ¢,
and the notion of replacing zero or more occurrences of terms ¢; in ¢t by to. If
Z, T, Z and @ are sequences of real variables, real terms, complex variables and
complex terms respectively, we will write t{Z/f, Z/ii} to mean the real term
obtained by substituting all occurrences of x; by ¢; and all occurrences of z; by
uj. The complex term u{#/t, Z/u} is similarly defined.

The quantum formulas are built from classical formulas «, sub-system for-
mulas [F] and comparison formulas (t < t) using the connectives 1l and .
The formulas consisting of just the classical formulas, sub-system and compar-
ison formulas are called quantum atoms, and the set of quantum atoms shall
henceforth be called gAtom. We shall use 6, ¢’ to range over elements of gAtom.
Please note that quantum bottom I and quantum implication 1 are global
connectives and should not be confused with their classical (local) counterparts.

The notion of occurrence of a term ¢ in a quantum formula v can be easily
defined. However, we have to be careful while defining the notion of occurrence
of a quantum formula v in the quantum formula ;. This is because we want -
to occur as a quantum sub-formula of 1 and rule out situations where v occurs
as classical sub-formula. More precisely, we define v; g-occurs in v inductively
as:

e if v is a classical formula, a comparison formula, a sub-system formula,
or I, then 71 g-occurs in v if and only if 1 is v and;

e if v is 4/ 34" then ~; g-occurs in « if and only if one of the following
holds:

— M sy, or
— 41 g-occurs in v/, or

— 1 g-occurs in v".

The notion of replacing zero or more g-occurrences of a quantum formula ~; in
~ by 7/ can now be suitably defined.

For example, the classical formula gb g-occurs in (gqb 21 gb;) and replacing
one g-occurrence of gb by gby will yield the quantum formula (gb, JIgb;) . On
the other hand gb does not g-occur in (gb =-qgb;) (gb is a classical sub-formula
and not quantum sub-formula). The replacement gb by gb, in (qgb = gb;) has
no effect. Similarly, gb does not g-occur in [{gb}].

For clarity sake, we shall often drop parenthesis in formulas and terms if it
does not lead to ambiguity. As expected, other quantum connectives will be
introduced as abbreviations. However, before introducing a whole set of useful
abbreviations, we present the semantics of the language.

15



The language is interpreted in a quantum structure as defined in Section 3.1.
Given a quantum structure w = (K, 9, V, S, |¢¥), v), recall that K is a real closed
field with KC(0) as its algebraic closure, V' is a set of valuations over gB, S is a
partition of B, |¢) is a collection of IC(d)-quantum states, and v is a collection
of amplitude terms. We shall assume the semantics of classical propositional
logic, and say that v I, « if the classical valuation v satisfies the classical
formula «.

For interpreting the probability terms, we shall use the probability map
tw : (V) — K defined in Section 3.1 as:

pw(U) =D [[(wl)]]?.

vel

For the probability terms, we shall also need the eztent at a set V' of classical
formulas over S defined as:

laly, ={veV vl a}.

For interpreting the variables, we need the concept of an assignment. Given
a real closed field K, a K-assignment p is a map such that p(x) € K for each
x € X and p(z) € K(9) for each z € Z. Please note that when K is clear from
the context, we shall drop K.

Given a quantum structure w = (K, 6, V, S, |¢),r) and a K-assignment p.
The denotation of terms and satisfaction of quantum formulas at w and p and
is inductively defined in Table 2 (omitting the obvious ones).

Denotation of terms
[[x]]wp = p(z)
[t1 +ita]wp = [tlwp +d[t2]wp
[(Je)]wp = pw(laly)
[[Z]]wp = p(2)
M) aalwe = vGaA
I [uilw, if ’a\v =V
[uo]w, otherwise

S |

Satisfaction of quantum formulas

wp lF « iff |aly, =V
wplk(ti < tp) iff [a]} < [ta]y
wp |- [A] iff A e Alg(S)
wp 1L

wplk (v O72) iff wplf v or wplk o

Table 2: Semantics of dEQPL

Please observe that the set V is sufficient to interpret the classical formulas,
and the partition S is sufficient to interpret the sub-system formulas. The
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K-assignment p is sufficient to interpret a useful sub-language of the formulas
defined as:

£o= (a<a)] L [(k3k)
a = z[0]1](a+a)[(aa)]Re®) ] Im(b)][b]
b = zla+ialb](b+0)] (b0)

Henceforth, the terms of this sub-language will be called arithmetical terms and
the formulas will be called arithmetical formulas.

We may use the satisfaction relation to define entailment as expected: we
say that a set of quantum formulas I' entails a quantum formula 7, written
I' En, if wp Ik n for every w and p satisfying every element of I'. We say a
quantum formula 7 is valid when it is entailed by the empty set of quantum
formulas. Please note also that the metatheorem of entailment holds: I',n; F 9
ifft ' E (m O n2). That is, quantum implication internalizes the notion of
quantum entailment. The following are some examples of entailment:

F (ma)JBa)
F (a1 Aag) = (a1 Mag)
[Gﬂ, [GQ] = [Gl N GQ]
o F o ((Ja)=1)
(G] F (CacellMeaal?) =1)

We shall now present some useful abbreviations, and give some small examples.

3.3 Abbreviations and examples

As anticipated, the proposed quantum language with the semantics above is rich
enough to express interesting properties of quantum systems. To this end, it is
quite useful to introduce other operations, connectives and modalities through
abbreviations. We start with some additional quantum connectives:

e quantum negation: (H~) for (y3 1);

e quantum disjunction: (v; U~ys) for ((HBvy1) 072);

e quantum conjunction: (71 M~2) for (B((By1) U (Bv2)));

e quantum equivalence: (y; =~2) for ((y1 Ty2) M (2 IM)).

It is also useful to introduce some additional comparison formulas:
o (t1 <to) for (1 < t2) M (Bt < t1)));

o (t1 =t2) for ((t1 < t2)M(ta <t1));

o (u; = ug) for ((Re(u1) = Re(uz)) M (Im(uy) = Im(usg)))

Please note that the only constants in our term language are 0 and 1. As
every real closed field I has characteristic 0, we can embed a copy of rationals
in KC. It is also possible to take square roots of positive numbers. Hence, it will
be useful to use the following abbreviations (with the proviso n > 0):
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@40+

n times

7

o (t=n)fort=

o (t="1) for ((m.t) =n);
o (t1 = /T2) for ((ta > 0) M (t12 = t2)).

Given A C G C gB, the following classical formula will also be useful:

® (AgA) is ((Agbye Adby) A (Agb,e ara(Taby))-

The classical formula (AgA) specifies the unique classical valuation that satisfies
all the qubit symbols in A and does not satisfy the qubit symbols in G\ A. We
will often need this classical formula in the case the set G is the full set of qubit
symbols qB. Therefore, we will often use the following abbreviation

e (ANA) for (AqA).

The logical amplitude terms, |T).,, are easily extendible to any classical
formula as (with the provisos qB(a) C G and A C G C gB):

o [a)gy for (AGA) = ) > [T)ga; 0).

Intuitively, the amplitude term |a) .4 coincides with | T). 4 when the valuation
Ag A satisfies with « and is 0 otherwise. We will often use this term in the case
G is the full set of qubit symbols qB. Therefore, the following abbreviation will
also be useful:

e |a), for ’04>qBA~
We introduce a couple of probability modalities as abbreviations:
e (0a) for (0 < (fa));
e (Oo) for (1= ([w)).

Finally, we can also define a quantum modality as an abbreviation:
e (IG10 a:u) for ([G] N (Jul > 0) N (Uaca(la) g = u)):

Intuitively ([G]O a :u) is true iff G is a sub-system, there is a subset A of
G such that the classical valuation AgA satisfies a and the logical amplitude
| T) 4 takes the non-zero value w.

We discuss a small example where we demonstrate the usefulness of dEQPL
to specify properties of a quantum system. We postpone the discussion of more
involved examples to Section 5. Consider the following variant of Schrodinger’s
cat. The attributes of the cat that we consider are: being inside or outside
the box, alive or dead, and moving or still. We choose three qubit symbols
qbg, qb;, gby to represent these attributes. For the sake of readability, we use
cat-in-box, cat-alive and cat-moving instead of the symbols gqby, qb; and
gby respectively. The following dEQPL formulas constrain the state of the cat
at different levels of detail:
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1. [cat-in-box, cat-alive, cat-moving];
2. (cat-moving = cat-alive);

3. ((0 cat-alive) M (O (— cat-alive)));

4. (H|cat-alive]);

5. ((fcat-alive) = 3);

6. ([cat-alive, cat-moving] N (( [cat-alive A cat-moving) = })

(([cat-alive A (- cat-moving)) = 1)

M
M ((f(— cat-alive) A (- cat-moving)) = 2)).

Please observe that all the above assertions are consistent with each other.
Intuitively, the first assertion states that the qubits cat-in-box, cat-alive and
cat-moving form a sub-system and therefore, are not entangled with the other
qubits of the cat system. The second is a classical constraint on the set of
admissible valuations: if the cat is moving then it is alive. The third assertion
is a consequence of the famous paradox: the cat can be in a state where it is
possible that the cat is alive and it is possible that the cat is dead. The fourth
assertion states that the qubit cat-alive is necessarily entangled with other
qubits. The fifth assertion states that the cat is in a state where the probability
of observing it alive (after collapsing the wave function) is % Finally, the sixth
assertion states that the qubits cat-alive, cat-moving are not entangled with
other qubits, and that the cat is in quantum state where: the probability of
observing it alive and moving is é, the probability of observing it alive and not
moving is %, and the probability of observing it dead (and, thus also not moving

. .92
by second assertion)is 3.

3.4 The axiomatization

We shall present a Hilbert-style axiomatization of the dEQPL. We need two
new concepts for the axiomatization, one of quantum tautology and the second
of a valid arithmetical formula.

Let P be a countable set of propositional symbols disjoint from gB. Given a
classical formula 3 over P, let 3, be the syntactic entity obtained by replacing
all occurrences of 1 by 1L and = by J. A quantum formula ¢ is said to
be a quantum tautology if there is a classical tautology § over P and a map
o : P — gAtom such that o coincides with 8,0 where 3,0 is the quantum
formula obtained from 3, by replacing each p € P by o(p). For instance, the
quantum formula ((z; < z2) J(x; < 22)) is tautological (obtained, for example,
from the classical tautology p = p).

Please recall that an arithmetical formula in the dEQPL is any formula that
does not have probability terms, amplitude terms, alternative terms, classical
formulas and sub-system formulas. As noted in Section 3.2, given an quantum
structure with ICg as the underlying real closed field, a Kp-assignment is enough
to interpret all arithmetical formulas. We say that an arithmetical formula & is
a valid arithmetical formula if it holds for any assignment that maps variables
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into an arbitrary real closed field . Clearly, a valid arithmetical formula holds
for all semantic structures of dEQPL. It is a well-known fact from the theory
of quantifier elimination [23, 6] that the set of valid arithmetical formulas so
defined is decidable®. However, we shall not go into details of this result as we
want to focus our attention on reasoning about quantum aspects only.

The axioms and inference rules of dEQPL are listed in Table 3. In total,
we have two inference rules and sixteen axioms. The two inference rules are
modus ponens for classical implication CMP and modus ponens for quantum
implication CMP7. The axioms are better understood in the following groups.

We have as axioms the classical tautologies and the quantum tautologies
(CTaut and QTaut, respectively). Since the set of classical tautologies and
the set of quantum tautologies are both recursive, there is no need to spell out
the details of tautological reasoning.

The axioms Lift=-, Eqv_l and Ref are sufficient to relate (local) classical
reasoning and (global) quantum tautological reasoning. These are exactly the
axioms that relate classical connectives and global connectives in global logic
(see Section 2). We refer to [28] for more details.

The axioms Sub, SubU, and Sub) are enough to reason about sub-systems.
Together, they impose that sub-systems are closed under set-theoretic opera-
tions (closure under intersection and set difference appear as theorems).

The axiom RCF says that if k is a valid arithmetical formula, then any
formula obtained by replacing variables with the terms of dEQPL is a tautology.
Since the set of valid arithmetical formulas is recursive, we refrain from spelling
out the details.

The axioms If T and Ifl are self-explanatory, and will be used in the com-
pleteness proof to remove alternative terms.

The axioms Empty, NAdm, Unit and Mul rule logical amplitudes. Each
of them closely reflects a property of our semantic structures. The axiom empty
says that the logical amplitude [T )y, is always 1. The axiom Unit says that
the state of each sub-system is a unit vector. The axiom NAdm says that the
amplitude of a non-admissible classical valuation is 0. The axiom Mul says
that the state of a system composed of two subs-systems is a tensor product of
the two sub-systems.

Finally, the axiom Prob relates probabilities and amplitudes, closely fol-
lowing Postulate 4 of quantum mechanics.

As expected, we say that a formula ~ is a theorem, written - v, if we can
build a derivation of « from the axioms using the inference rules. We say that
a (possibly infinite) set of formulas I derives vy, written I' -+, if we can build
a derivation of v from axioms and the inference rules using formulas in I' as
hypothesis. As an illustration of the axiomatization, we establish the following
theorems:

Proposition 3.7 For any classical formulas ag, as, we have

5For the arithmetical sub-language, we may treat the global connectives as classical con-
nectives

" Actually, CMP can be derived from QMP and Lift=.
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Axioms
[CTaut]
[QTaut]

-

a for each classical tautology o
~ for each quantum tautology -y

T

[Lift:>] = ((Oél = 042) 1 (Oél | 042))
[Eqv_] (L= 1)
[Reﬂ_l] = ((041 [l 042) | (041 A\ 052))

T

[Sub()] ]

[Subl]  F ([G1] 3 ([G2] D[G1UGL]))

Sub\]  + (G]=[4B\G])

[RCF] F w{Z/t, Z/il} where k is a valid arithmetical formula,
Z, Z, t and @ are sequences of real variables, complex
variables, real terms and complex terms respectively

[IfT] Foo(ad(a> u; ug) =ug))

[If 1] F(Ba) d(a> u; u) = ug))

[Empty] F  (|T)gy=1)

[NAdm] F  ((=(AA4) 3 (|T)gga =0))

[Unit] F (G 3 (X aceMaal®) = 1)

[Mul] Fo (G N [G2) 3T a,0604,04, = 1T 64,1 T Gaas)

where G1 NGy =0, A C G1 and As C Gy

[Prob]  F ((fa) = (X all) ")

Inference rules
[CMP] o, (041 = OéQ) = a9
[QMP] 1, (v1 392) F 72

Table 3: Axioms for dEQPL

[Llft/\] F (051 A OZQ) _ (Oél I 012).
[PUnit] +((/T)=1).

Proof: Derivation of [LiftAl:
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1 (0(1 N 052) = a1 CTaut

2 ((er Nag) = a1) O ((oa Aaz) J o) Lift=

3 (1 Aa2)dm QMP:1,2
4 (a1 ANag) = g CTaut

5 ((a1 ANag) = a2) I ((oa Aaz) J o) Lift=

6 (a1 Aa2)dae QMP:4,5

7 (i ANa2)Jar) 3 (((ar Aaz) Jaz) 3 ((aa Aaz) O (a1 Maz)))  Qtaut
8 ((a1 ANag) Ja2) T ((ar Aaz) T (an Mae)) QMP:3,8

9 (a1 Aae)d(onMaz) QMP:6,8

Derivation of [PUnit]

1[0 Subf)
2 [0 2[qB] Sub\
3 [qB] QMP:1,2
1 (6813 acqp I Mhagal®) = D) Unit
5 (" pces IMhaaal® = 1 QMP:3.4
6 (1) =7 sl Mapal®) Prob
7 (T = (7 ae M 3w Mepa® =03 T =1))  RCF
5 (T aclMa) =2y = 1) QMP:6.7
s ("m=1 QMP:5.8

We finish this section with a list of interesting theorems. The first three
shall be proved in Section 3.6 using the metatheorems of the logic. The first
two relate local equivalence and negation with their global counterparts, while
the third one says sub-systems are closed under set intersection and the fourth
one says that sub-systems are closed under set difference.

[Lift<] F (a1 < a2) O (a1 = a9).
[Lift—] F-a3JBa.

[Subn| Fr ([G1] 3 ([G2] O [G1 N Ga))).
[Subleﬂ Fr ([Gl] | ([GQ] | [Gl \ GQ]))

The following theorems give some insight on the major properties of logical
amplitudes.
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[ F ((I(a1 Vaz2))g + (a1 Aaz2))g) = (la1)g + la2)q))-
[ F (a1 = a2) T ([[angl < lla2)al))-

[ASoE] I ((a1 & az2) O (la1)g = laz)g))-

[ FlaT(a)g=1T)g))

[ F(([a)g +[(ma))g) =1T)q) -

The first of the following theorems about probability after measurements just
states finite additivity. The second relates logical reasoning with probabil-
ity reasoning (monotonicity). These two theorems and the theorem PUnit
illustrated in Proposition 3.7 are axioms in the exogenous probabilistic logic
discussed in Section 2.

[PAdd] + (((f(ax VO@)) + (f(al Nag))) = ((far)+ ([az2)))
[PMOI’I] H ((041 = 042 fO[l fag

The following theorems show that probability modalities behave as normal
modalities.

[PNec| F (o 2 (O)).
[PNorm| F ((O(a= <)) 3 ((0a)a(Ed))).

The quantum modalities also behave as normal modalities.

[QNorm]  F (([G]0 (V') = u) = (([G]O «a: U) ([G] Fu))) -
[QMon]  F ((=a) 3 (([G]0 a: w) T([G]O )))
[QCong]  + ((u=u)3(([GI0a:u) (G ]004 W) .

3.5 Soundness

We now show that the calculus is strongly sound, i.e., if I' = v then I' E . It
suffices to show that each of the axioms is valid, i.e., if - vy is an axiom, then
every semantic structure satisfies ;.

Lemma 3.8 The axiom QTaut is valid.

Proof: Assume that § is a classical tautology over the set of propositional
symbols P and let o : P — gqAtom be a map from P into quantum atoms. We
show that (3,0 is valid in all models of dEQPL.

Take an arbitrary quantum structure w = (K,6,V,S, |[¢),v), and consider
the classical valuation v’ over P such that

|1 ifwplko(p)
vip) = { 0 otherwise

We show that for any classical formula 3’ over P

v IF 3 wp I ﬁfza
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by induction on the structure of 3’ as follows.

If 3 is a propositional symbol then it follows from the definition of v'. The
case where (3’ is the connective L is immediate.

If 5" is (81 = [2), then v’ satisfies B2 or v' does not satisfy 3;. If v’ satisfies
B2 then by induction hypothesis wp |- (82)4. If ' does not satisfy (i, then by
induction hypothesis once again, v’ I (81)q. Therefore, in either case, wp I+

(B1)g 3 (B2)g- Now, note that G is (81)q 3 (52)q-
The lemma now follows by observing that v’ I 3. o

Lemma 3.9 The axioms are valid.

Proof: The axioms CTaut, Eqvl, RCF, If T, If L, Empty, Sub(), SubU and
Sub) are easy to show. For the rest, let w = (K,4,V,S, |¥),v) be a quantum
structure and p a IC-assignment. We consider the other axioms one by one:

e Lift=. Assume that wp IF (g = «a3). Then, by definition, all classical
valuations in V' must satisfy (ay=-a2). Therefore, if all classical valuations
in V satisfy oy they must satisfy ap also. Hence, either |ay|y, # V or
|aa|y, = V. We conclude, by definition, w IF a; 3 as.

e Refll. Similar to the axiom Lift=-.

e NAdm. Assume that wp IF (=(AA)). This means that the classical
valuation vle that assigns 1 to the qubit symbols in A and 0 to all other
qubits is not an element of V. Therefore, vqga = <UleW>qB = 0 and hence
wp lF[T)ga = 0.

e Prob. Using the definition [([&)]w, = pw(|a]y,) = > velal, [(v]1)qpl?, it
suffices to show that

Z |<”|¢>q3‘2 = [[Z ||a>A|2]]WP'

veE|aly, A

. B
VgBA lfvi c |Oé|V .

Please note that [|a) 4w, = { 0 otherwise

Also, by definition, vqga = <v?48\w)q8. Therefore,

D lallwe = > (04l
A

B
vi €laly

We conclude by observing that every v is a va for some unique A C gB.

e Unit. Assume that wp IF [G]. Then G € Alg(S). Please note that
{|vg) : A C G} forms an orthonormal basis of H(2¢). Hence,

e = Wild)g W)

ACG
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Again, by definition, (U§|@ZJ>G = vga and so

W= vaa ).

ACG

Since [1)) is a unit vector, we get

Z |VGA|2 =1.

ACa
We conclude by noting that [|T)o4lwpy = vga by definition.

e Mul. Assume that wp IF [G1] 1 [G2] where G1 NGy = 0. Then G1,G2 €
Alg(S). The definition of quantum structure says that [1) o g, = [¥)q, @

e
The definition of tensor product says that \vﬁiﬁ%) = \vfﬁ ® ]’U%)

The definition of quantum structure gives

Ve UG AuAs = (VG105 V) o6,
The definition of tensor product then gives,
Varuasaua; = (05 @03 | Y6, ©¥6,) o, = (05 10) g, (V52 10) -
We conclude by observing that v, 4, is (vgll [v) o, and va,a, is <v§22 ) Gy
o

Theorem 3.10 (Soundness) The proof system of dEQPL is sound.

Proof: The proof now follows by induction on the number of steps in the
derivation. o

3.6 Metatheorems

We now prove some useful metatheorems for dEQPL. We start by showing that
the inference rule Hypothetical Syllogism holds for dEQPL.

Lemma 3.11 (Hypothetical Syllogism) Let 71,72,7v3 be quantum formu-
las. Then,

[HypSyl] T'F~; 0392 and I' - 42 33 imply I' - 41 T 3.
Proof: Observe that by QTaut,

F(v1392) 3 ((v2393) 3 (71 313))-

The proposition follows by using two instances of QMP. o
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The inference rule HypSyl is a useful rule as illustrated in the derivation of
the theorem Lift— below:

Proposition 3.12 For any classical formula «, we have

[Lift-] F-a 38

Proof:
1 (L3 1)n(L aL)) Eqvl

2 (Lol)yn(lLoal)a(loldl) QTaut
3 (Lod) QMP: 1,2

4 (LoW)a((eal)d(ead)) QTaut

5 (aeal)d(add) QMP: 34
6 (a=1l)d(a3l) Lift=
7 (a=1)d(aol) HypSyl: 5,6

The axiomatization also enjoys the metatheorem of deduction:

Theorem 3.13 (Metatheorem of deduction) Let I" be a set of quantum
formulas and 71,72 be quantum formulas. Then,

PU{n}FyiffTEy 3.

Proof: (<) Assume that I' - 73 0 2. Let II be a proof of the derivation
I' =1 072 and assume that the length of II is n. We can extend II to obtain
TF'U {7y} F 72 as follows:

n T3y U
n+l Hyp
n+2 QMP: n,n+1

(—) Assume that T'U {7y} F 2. We will prove I - 71 T+, by induction on
n, the length of proof of I'U {71} F 72. The base step n = 1 will be subsumed
by the inductive step. In the inductive step, we consider the last rule applied.
There are three cases:

e 79 is either an hypothesis or an axiom. In this case:

1 axiom or hypothesis
2 v d(y137) QTaut
3 7O QMP: 1,2

e 5 is obtained from v and v 2 by QMP where v and v v, are also
derived from I" U {71 }. Then, by the induction hypothesis,
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-Ey Oy
-TEy 3(y32)
Let II; and Iy be the proofs of I' - 41 I and T' F 1 (v J72) of lengths

m1 and meo, respectively. Let ms be mq + mo. The proof of I' - v O
is as follows:

mi. vy 7 I

ms. Y1 ('y | ")/2) 11,

mz+1. (M3 (y37)3((n37)3(n31) QTaut

m3+2. (v 379) 3 (1 372) QMP: m3,m3 + 1
m3z+3. 1372 QMP: my,m3 + 2

e 75 is obtained from v and v = v, by CMP where v and v = 2 are also
derived from I' U {71 }. Then, by the induction hypothesis,

-IEy Dy
-TEyO(y= 7).

By the axiom Lift= we also have I' - (v = v2) 3 (y O 72).
By hypothetical syllogism (Lemma 3.11) we also have I' b v; 3 (v 3 72). The
proof now proceeds as in the previous case. o
We get as a corollary:

Corollary 3.14 (Metatheorem of reductio ad absurdum) Let I" be a set
of quantum formulas and v be a quantum formula. Then,

FTU{y}F1 then '+ Hn~.

We use the metatheorem of equivalence to derive the following theorems:

Proposition 3.15 For every classical formulas a; and as and subsets G, Gs €
gB, we have

[Lift=] F (a1 < a2) J (a1 = a2).
[Subﬁ] Fr ([Gl] ] ([GQ] ] [Gl N Gg]))

Proof: We shall use metatheorem of deduction to show each of the theorems:
Lift=. It suffices to show that (a1 < a2) F (a1 = a2)
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1 (1= a2) A (a2 = 1) Hyp

2 ((cr = a2) A (a2 = 1)) = (n = ) CTaut

3 (Cll = az) CMP: 1,2
4 (1 = a2) O (a1 D a2) Lift=
5 (a1 Ja2) QMP: 3, 4

6 ((ca=aa)A(az=a1))=(a2=0a1) CTaut

7 (Oéz = a1) CMP: 1,2
8 (062 = Ot1) | (042 | 0(1) Lift=
9 (Clz ] a1) QMP: 7, 8

10 (o1 Ja2) J (a2 Ja1) 3 (an = az)) QTaut

11 (a2 Ja1) D (a1 =ae) QMP: 5,10

12 (a1 =a) QMP: 9,11
Subn. It suffices to show that [G1], [G2] F [G1 N Ga]

1[Gy Hyp

2 [G1]3[aB\ G4] Sub\

3 [aB\Gi] QMP: 1,2
4 [Gd] Hyp

5 [Ga] T [qB \ G2l Sub)\

6  [aB\ G2 QMP: 4,5

7 [qB\Gi] 2 ([qB\G2] O [ab\ (G1NG2)]) SubU

8  [qB\ G2] T [gb\ (G1 N Ga)] QMP: 3,7
9 [aqb\ (G1NGy)l QMP: 6,8
10 [gb\ (G1 N G2)] O [G1 NG2)) Sub\

11 [G1 NGyl QMP: 9,10

o

We also have the principles of substitution of equal terms and equivalent
formulas.

Theorem 3.16 (Principle of substitution of equal terms) Given a qua-
ntum formula 7, two real terms t1 and t9, let 7' be a quantum formula obtained
from v by replacing zero or more occurrences of ¢; in 1 by t2. Then,

Ftlztgj(’yE’yl).
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Proof: The proof is by a straightforward induction on the structure of v. We
note that in the case where v is t < t/, we use the axiom RCF. The other cases
are immediate. o

Substitution of equivalent terms preserves quantum equivalence:

Theorem 3.17 (Principle of substitution of equivalent formulas) Giv-
en three quantum formulas 7, 7, and g, let 7/ be obtained from ~ by replacing
zero or more g-occurrences of v in v by 3. Then,

Fm=v) 306 =)

Proof: The case 1 does not g-occur in +y is trivial. We just consider the case
in which ~; has at least one g-occurrence in v and +/ is obtained by replacement
of at least one such g-occurrence. The proof is carried out by induction on the
structure of . There are two cases:

1. v is a quantum atom or .. Then ~; is 7, 71 g-occurs in y exactly once,
and replacement of g-occurrence of «1 in v by 79 yields 2. Hence, in that
case 7' is 72. So the theorem holds trivially by the following assertion
(justified by the axiom QTaut):

(M =72) 3 (n =)
2. v is 74 J7. Then there are two cases.

e 71 is 7. Then the theorem follows as in the previous case.

e 71 g-occurs in 7, or 7, (it may occur in both). Let 4/ be 7/, O,
where v, and ~; are obtained by replacing zero or more occurrences
of v, and =, respectively. Then, by the induction hypothesis we have

M=) (a=7)
and
(1 =72) F (w =)
We show that
(M =72)7FY
as follows.
M =7 Hyp

Ya 3%  Hyp

% 37, 1, Induction Hypothesis
Y37 2,3, HypSyl

v, 37, 1, Induction Hypothesis
Yo 3 45, HypSyl

S Ok W N~

We can show similarly that

(1 =72),7"F .

The theorem now follows from metatheorem of deduction.
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We get as a corollary that substitution of classically equivalent formulas
preserves quantum equivalence:

Corollary 3.18 Given a quantum formula ~, two classical formulas oy, as, let
~' be obtained from 7 by replacing zero or more q-occurrences of v in v by as.
Then

F (& ag) D (y=7).

Proof: We observe that by Lift<, we have - (a1 < a2) J (a1 = a2). The
result then follows from principle of substitution of equivalent formulas and
hypothetical syllogism. o

Please note that we are only concerned with occurrence of classical formulas
only as quantum sub-formulas and not as classical formulas. Indeed, replace-
ment of a classical formula by a quantum formula may not always yield valid
a quantum formula. Even in the case it yields a valid quantum formula, the
principle of substitution does not hold. For example, let a; be gby, aa be gb,
and v be gbs. Now, consider the quantum formula:

(aby = gby) 3 ((gby = abs) = (qby = qby)).
Let V be the set of two valuations vy, v9 such that:
e vi(qb;) = vi(qbs) = 0, vi(qby) = 1;
e v2(qby) = va(qbs) = 1, va(qby) = 0.

Any quantum structure with V as the set of valuations would then invalidate
the above quantum formula.

4 Completeness and decidability

We shall prove weak completeness of dEQPL — if I is a finite set of quantum
formulas, then I" F ~ implies that ' F 7. As our proof system enjoys principle
of deduction, it suffices to demonstrate weak completeness when the set I' is
empty. The proof of weak completeness will go hand-in-hand with the proof of
decidability, and can be adapted to a proof of strong completeness as we will
sketch later.

The proof of weak completeness essentially follows the proof in [27], which
in turn was inspired by the Fagin-Megiddo-Halpern technique for probabilistic
logic [17]. The main difference is in the way the sub-system formulas are treated
here. The other difference is that the proof is carried out in a manner so as to
facilitate the proof of decidability.

The central result in the proof is the Model Existence Lemma, namely, if
v is consistent then there is a quantum structure w and an assignment p such
that wp I 7. A quantum formula ~ is said to be consistent if t/ (H~v). It
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will suffice to show that the model existence lemma holds for specials kinds of
quantum formula, namely quantum molecular formulas. A quantum molecular
formula is a quantum disjunction of quantum literals (a quantum literal is either
a quantum atom or the quantum negation of a quantum atom). Please recall
that quantum atoms are classical formulas, comparison terms and sub-system
assertions.

The first steps in the proof of the Model Existence Lemma are to remove
the probability and alternative terms using the axioms Prob, IfT and Ifl.
Next, we use the weak completeness of classical propositional logic to construct
the set of valuations V in the envisaged quantum structure. The partition S
is constructed by considering the sub-system literals in the quantum molecule,
and the construction is guided by the fact that sub-systems are closed under set
operations (axioms Subf), SubU and Sub)\). The logical amplitudes vga are
constructed by first adding all consistent equations using the axioms NAdm,
Unit, Empty and Mul, and then “solving” for the (in)equations in the quan-
tum molecule using RCF.

Before proceeding with carrying out the above outline, we start with a few
abbreviations and notations. We introduce the following abbreviation where
@ C gAtom and D C Q:

e (Mo D) for ((Muep 1) M (Myue\py (Br))-

We shall say that D is the positive part of the quantum molecule (|_|Q D) and
that @ \ D is its negative part. Given a molecule 1, we denote by nt and 7~
the positive and negative parts respectively. We denote by 7. the conjunction
of the classical literals in 7. In a similar way we define n< and 7;.

As is the case with classical propositional logic, every dEQPL formula has a
quantum disjunctive normal form. A quantum formula is said to be in quantum
disjunctive normal form if it is a disjunction of quantum molecules.

Proposition 4.1 Every quantum formula is equivalent to a quantum disjunc-
tive normal form. Furthermore, there is an algorithm that computes the quan-
tum disjunctive normal form.

Proof: It is easier to prove a stronger result. That is, we show that any
quantum formula 7 has both a quantum disjunctive normal form and a quantum
conjunctive normal form. We say that 7 is in quantum conjunctive normal form
if it is a quantum conjunction of quantum disjunctions of literals. The proof is
constructive and follows by induction on the structure of the quantum formula
as in the case of classical logic. The construction also gives the algorithm for
computing the normal forms. o

From now on we will assume that every quantum formula is in quantum
disjunctive normal form. The following proposition will ensure that to decide
consistency of a quantum formula we only need to check if one of its molecules
is consistent.

Proposition 4.2 A quantum formula is consistent iff one of its molecules is
consistent.
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Proof: (=) It suffices to show that the quantum disjunction of two inconsistent
quantum formulas v; and 9 is inconsistent. If «; and - are inconsistent then
F (Bv1) and - (HBv2). We can easily show that in this case - B(v1 Ll v2) as
follows:

1 FBM)D2(By)38(muUy)) QTaut

2 F@Bm) Hyp
3 F(B7) Hyp
4 (Br)38(y Ury) QMP: 1,2
5 BmUnm) QMP: 34

Hence the formula, (1 U y2) is inconsistent.

(<) Assume that 7 is inconsistent. Then - (H7). Let n be npy U...Un,. By
QTaut, - (En)=HEmn N...MNBn,). Using QMP and QTaut we can easily
show that 7; is inconsistent for ¢ = 1,... n. o

The first step in the proof is to remove the probability terms.

Proposition 4.3 Given a quantum molecule 7, there is a 1 such that 1’ has
no probability terms and + n = n’. Furthermore, there is an algorithm that
computes 7.

Proof: Let 1) be a molecule. For every probability term of the form ([ «) replace
it by (-4 lla) 4|?)). Then by axiom Prob and the principle of substitution of
equal terms, the resulting formula is equivalent to 7. o

The following proposition allows us to remove alternative terms in quantum
molecules.

Proposition 4.4 A quantum molecule 7 is consistent iff there is a consistent
quantum molecule 7’ such that 1" has no alternative terms and + (' 3 7).
Moreover, if there is an algorithm for deciding the consistency of quantum
molecules without alternative terms then there is an algorithm for deciding the
consistency of quantum molecules.

Proof: The existence of a consistent 1’ such that - (' 3 7) clearly implies the
consistency of n. For the other direction, consider an ordering «g, ..., qm, of
the guards of alternative terms occurring in 7. Let a? be a; and azl be Ha; for
1=0,...,m.

Given by . .. by, € {0,1}™, let

b m
Moo =1 g M. alm.

Using QTaut we get,

= n= |_| Tlbg ..o, -
bo...bme{0,1}™
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Observe that, using the axioms If T and If L and the principle of substitution
of equal terms, each . p,, is equivalent to a formula in which the alternative
(i > uY; u}) is replaced by uf’ Let 1, p,, be the resulting formula. Therefore,

En= |_| Mbg...by, -
bo...bm€{0,1}™

With a reasoning similar to the one in Proposition 4.2, we conclude that 7
is consistent iff 7, , is consistent for some bg...b, € {0,1}"". Please note
that =7, , n for each bg...b, € {0,1}™.

Finally, as the construction of each 7, ;, can be defined by an algorithm,
we get the proposition. o

We shall now build the set of classical valuations V. Given a classical
formula a and a non-empty set of valuations V, we write V IF. « if every
element of V' classically satisfies . We say that V IF. n if V I, « for every
a€nf and V If. 3 for every 3 € 1 .

We will consider only a special kind of molecular formulas which will allow
us to deal with the restrictions imposed by the axiom NAdm. Please recall
that given A C B, v4 is the valuation that assigns true to qubit symbols in
A and false to qubit symbols in gb \ A. A molecular formula 7 is said to be
mazximal with respect to admissible classical valuations if for every subset A of
gqB and set of valuations V' such that V' I, n, we have:

va ¢ Viff (2(nA)) € ).

The following proposition ensures that it suffices to consider molecular formulas
maximally consistent with classical valuations.

Proposition 4.5 A molecule 7 is consistent iff there is a consistent molecule
1’ such that 7’ is maximal with respect to admissible classical valuations and
F n' 3 n. Moreover, if there is an algorithm for deciding the consistency of
quantum molecules maximal with respect to admissible valuations then there
is an algorithm for deciding consistency of quantum molecules.

Proof: Let Ay, ..., Ay, be an ordering of the subsets of gB. Let A? be (—(AA4;))
and Al be B(—(A4;)) for i =0,...,m. Given by ...by, € {0,1}™, let

Moo..by 2= 1A .. 11 Al

Using QTaut,

Fn= L] ot
bo-.-bm {0, 1}™

With a reasoning similar to the one in Proposition 4.2, we can conclude that
7 is consistent iff 7y, s, is consistent for some by ...b,, € {0,1}™. Please note
that = my,. 5, 371 for each by...b, € {0,1}. We claim that each my, s, is
maximal with respect to admissible valuations. Fix one ny,. 4,
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Let V' be a set of valuations such that V' I-. ny, 5,,. We will show that

m

va, € Vi ((AAD)) € (.. ) -

Clearly if (+(AA;)) € (.5, )i then va, & V.

For the other part, if vy, ¢ V it suffices to show that b; = 0. Suppose
that b, = 1. Then V Iff. (—(AA4;)). That means there is v € V such that
v e ((AA;)). This means that v IF. AA; which in turn implies that v is equal
to va,. Therefore vy, € V contradicting the assumption b; = 1.

As the construction of 7y, p, can be defined by an algorithm, we get the
proposition. o

We will say that 7 is g-satisfiable if there is a set of valuations V such that
V IF. n. Given a consistent molecule 17, we now construct V such that V IF. n
as follows.

Lemma 4.6 (g-satisfiability) If 7 is consistent then 7 is g-satisfiable. Fur-
thermore, there is an algorithm to decide if 5 is g-satisfiable.

Proof: Let V be the set of valuations v such that v Ik, « for every a € n7.
This set can be computed since the set of qubit symbols is finite.

If V' is empty then 7 is not g-satisfiable. If V' is not empty, then n is g-
satisfiable iff V' Iff. 8 for every 8 € ;. As V and n_ are finite sets, this gives
us an algorithm to check if 0 is g-satisfiable.

Assume that 7 is a consistent formula. Please note that using the theorem
Lift A and the principle of substitution, it is easy to show that if n is consistent
then (/\aenﬁ «) is consistent as a classical propositional formula.

We show that 7 is g-satisfiable. As (A, +a) is consistent (in propositional
logic), there is a classical valuation v that satisfies every a. As above, let V' be
the set of valuations v such that v Ik, a for every a € nt. It suffices to show
that V' Iff. B for every 5 € n_ .

We proceed by contradiction. Assume that there is § € 7. such that V' I, (3.
Fix one such 3 say (y. Therefore, by construction of V', we get:

H—C /\ o | = ﬁo
aend
So, by CTaut we get:
F /\ o | = ﬁo
aend

Thus, by Lift=-, we obtain

aend
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Thus, by Refl and QTaut (transitivity of J) we get

H r1 a | 3B

aent

Therefore, by QTaut (right weakening of )

- |_|aZl Uﬂ

aend Bene

leading to

= [1a|n| []EB
aent Benc

by several obvious tautological steps. That is, we have - (H7), contradicting
the consistency of 7. o

Please observe that if 7 has neither probability nor alternative terms then 7’
as constructed in the above proof also does not have probability and alternative
terms.

Given a sub-system formula [G] and a partition S of the set of qubits, we
write S I [G] if G € Alg(S). We say that S I nif S Ik [G] for every [G] € nf
and S Iffs [G] for every [G] € n, . We will say that n is s-satisfiable if there is
a partition § such that S IFg 7. We construct the partition S in the proof of
Model Existence Lemma as follows.

Lemma 4.7 (s-satisfiability) If 7 is consistent then 7 is s-satisfiable. There
is an algorithm to decide if 7 is s-satisfiable.

Proof:

Assume that 7 is consistent. We will show that n is s-satisfiable. Please
recall that an algebra of sets on a domain X is a non-empty collection of subsets
of X closed under complements and unions. Let Alg(n;") be the smallest algebra
on qB containing 17 .

Find the minimal elements for Alg(n): a set G € Alg(nt) is minimal if
G’ C G and G € Alg(nt) implies that G’ is either the empty set or G itself.
Take S to be the set of minimal elements of Alg(nS) (it can be easily shown
that they form a partition). Therefore, by construction, S Ik, [G] for every
[G] € nf.

If [H] € n; then we need to show [H] ¢ Alg(ns). We proceed by contradic-
tion and assume H € Alg(nt). Then H = HyU...U H,,, where either H; € n}
or qB\ H; € n for each 1 < i < m. Using the axioms QTaut, Sub)\ and
SubU, we can show that

Fn=nn[H].

Now as [H] € n; , we get
Fn=nn[H|=nnN[H]NB[H].
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Now, by QTaut,
F(nn[H|NB[H])D L .

Then, by principle of substitution of equivalent formulas, we get
= (Bn).

This contradicts the consistency of 7.

The algorithm for checking the s-consistency is as follows. Take nf and
generate the algebra Alg(nt) with them. This algebra can be computed since
the set of qubit symbols is finite. The formula 7 is s-satisfiable iff G ¢ Alg(n)
for every [G] € n; . This can be checked by an algorithm again as the set of
qubits is finite. o

We are now ready to construct the model (the amplitudes vg4 will be con-
structed in the proof). We need some auxiliary definitions. Recall that assign-
ments are enough to interpret the arithmetical formulas. Let xk be a quantum
conjunction of comparison literals. Let K be a real closed field with algebraic
closure K(6) and p be a K-assignment. We say that K(0), p IF; & if

o [s], <[t],if s <tert;
o [s], £[tl,if s<ter.

We say that p is a solution of k in KC(J). We say that k is <-consistent if there
is a real closed field K with algebraic closure I(§), and a K-assignment p such
that IC(d), p IF; k. Please note that the theory of elimination of quantifiers
ensures that there is an algorithm to decide the <-consistency [23, 6].

Theorem 4.8 (Model Existence Theorem) If the molecule 7 is consistent
then there is a quantum structure w = (KC,4,V,S,|¢),v) and a K-assignment
p such that wp Ik 7.

Proof: As a result of Propositions 4.3 and 4.4, we can assume that n does not
have any probability and alternative terms and is maximally consistent with
respect to admissible valuations.

Using Lemma 4.6 and Lemma 4.7, we find V' and S such that V' I, n and
S Iks n. We can show that = 1= (n N[ g1ealy(s)[G]) using axioms Sub(), SubU
and Sub\.

Please observe that the axiom Unit allows us to establish for every [G] €
Alg(S):

03 (Z 1T qal® =1).

ACG

Let 11 be the formula

nri |_| (ZHT>GA|2:1)'

GeAlg(S) ACG

As a result we get that = (9, = 7).
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We also get as a result of the axiom NAdm, for every (=(AA)) occurring
in n:
Fm 3 ([ T)gea = 0)-

Let 12 be the formula

mi [ (Meea=0).
(~(A4) in it

As a result of axiom Mul, for every Gi,Gs, A1, Ao such that G1,Go €
Alg(S), A1 C G; and Ay C Go, we get

- 72 - (|T>G1UGQA1UA2 = |T>G1A1|T>G2A2)'

Let n3 be the formula

12 r |_| (’T>G1UG2A1UA2 = ‘T>G1A1‘T>G2A2).

G1,G2EAIE(S)
A1CG1,A2CG2

The axiom Empty gives us

Fns 3(Thge = 1)

Let n® be the formula
n3 ([ Thgp =1).
Observe that we can show:
Em=n*).

Please recall that n®~ is the conjunction of the (in)equations in 7®. Let ng
be the formula obtained from 7® by replacing each term of the form | T)aa by
a fresh variable 21y, . Please observe that 7°* is nr{zT)_,/ |T)gal-

Now, either there is a real closed field K with KC() as its algebraic closure,
and a K-assignment p such that K(9), p Ik (nr)< or not. If there is no such K
and p then it must be the case that B(ngr)< is a valid arithmetic formula. So,
by axiom RCF,

FEmr) <2,/ T aal

However, the formula (B(nr)<){21).,/ [T)gal is (Bn<) and this will imply
that 7 is inconsistent.

Therefore there are K(0) and p such that IC(6), p IF; (nr)<. We fix such a
K, K(6) and p.

We now construct [1)) = {|¢) ¢} ses as follows:

o [V =1

o Let vgy = p(z|—r>SA) for every S € S and A C S. Then,

V)5 = D vsalv).

ACS
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We construct v = {vga}tccq,aca as follows:

o p(zm,,) if 2T, is a variable in ng
A= 0 otherwise

Please note that, by construction vga = (vﬁ]zﬂ)[G] if G € Alg(S). Let w
be (K,6,V,S,|¥),r). We can easily show that w is a quantum structure and
wp Ik n. o

The decidability of consistency of molecular formulas follows as a corollary
to the proof of the Model Existence Lemma.

Corollary 4.9 There is an algorithm to decide if a quantum molecule 7 is
consistent.

Proof: As a result of Propositions 4.3 and 4.4, we can assume that 1 does
not have any probability and alternative terms and is maximally consistent
with respect to admissible valuations. Now as a result of the model existence
lemma, all we need to do is to check if there is a quantum structure w such
that w IF 7. We refer to the proof of model existence lemma.

We first check if 7 is g-satisfiable and s-satisfiable which is algorithmic by
Lemmas 4.6 and 4.7. If not then n is not consistent. Otherwise, let V and S
be as in the proof of the model existence lemma.

Now, we construct ng as in the same proof. Note that the construction is
algorithmic. We check if (nr)< is <-consistent or not. If it is not the case then
7 is not consistent. If (nr)< is <-consistent then we can construct w as in that
proof such that w IF . Therefore  will be consistent if (nr)< is <-consistent. ¢

Please note any formula v is equivalent to a disjunction of quantum mole-
cular formulas. Furthermore, if v is consistent, so is one of its molecules, say
7. Theorem 4.8 gives a quantum structure w and an assignment p such that
wp = 1. As 7 is a quantum molecule of I we get easily wp |= . Hence, if any
quantum formula + is consistent then « has a model. We can now deduce the
weak completeness of dEQPL in the standard way.

Theorem 4.10 (Completeness) The proof system of dEQPL is weakly com-
plete, i.e., F v implies - ~.

Proof:

We prove completeness by contradiction. Assume that I/ v. So by Qtaut
and QMP, we have I/ (H(B~)). Therefore, H~ is consistent, and hence there
is a quantum structure w and an assignment p such that wp = H~. Therefore,

wp . ©

Finally, we get the decidability of dEQPL.

Theorem 4.11 (Decidability) The set of theorems is decidable.
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Proof: As a result of soundness and completeness we have, - 7 iff B 7 is incon-
sistent. We can decide consistency of a formula by Corollary 4.9, Proposition 4.1
and Proposition 4.2. o

We finish this section by observing two things. The first observation is that
the proof of weak completeness can be adapted to a proof of strong completeness
as follows. The key in the proof is again the Model Existence Lemma. Given a
possibly infinite consistent set of quantum formulas I', we construct a maximally
consistent set (the usual Henkin-Lindenbaum construction). Next, by looking
at the classical formulas in I'; we construct V using the strong completeness of
propositional logic. The construction of the partition S is by considering the
sub-system literals in I'" and is similar to the one in the above proof. Finally,
just as in the proof above, we replace the amplitude terms in comparison-
literals by fresh variables and “solve” the resulting equations using the strong
completeness of first-order logic (note that as I' is maximal all the maximally
consistent information about logical amplitudes is already in T").

The second observation is that in our semantic structures, if G is the set of
qubits of a sub-system then the qubits in G are necessarily not entangled with
the rest. That is, the following is a theorem in dEQPL:

Gl 3 |_| (M gB(aruas) = T aa | T)ger\G)as)-
A1CG, A2CaB\G

In EQPL [27], the reverse implication was also true. That is in [27], it was the
case that G is a sub-system if and only if the qubits in G are not entangled with
the rest. We can extend our results to such semantic structures by considering
the (finite) set of formulas I' = {v¢ | G C qB} where

16 = ([G] = ( [ ] (M qBauas) = Taa, | T ger\G)a:)))-
A1CG,A2CaB\G

Clearly I' E « if and only  holds in all the semantic structures where every set
of qubits not entangled with the rest forms a sub-system. If were to augment
our axiom system with elements of I', then v is a theorem in the augmented
axiomatization if and only if I' - . The weak completeness and decidability in
the augmented system then follow from the results of this section.

5 Application examples

As it is, dEQPL is appropriate for reasoning about quantum states only. For
reasoning about the evolution of quantum systems through the application of
measurements and unitary transformations we will need to extend it towards a
dynamic logic, as already sketched in [25, 26].

Herein, we first illustrate how dEQPL can be used to reason about a Bell
state. Afterwards, we turn our attention to quantum teleportation and outline
there some of the relevant constructs of the envisaged dynamic logic. In the
following examples, we write |F') as an abbreviation for the vector (|T)p4)acr
assuming the lexicographic ordering of the subsets of F'. We may also abbreviate
{aby,,...,aby, } by gby, j in amplitude terms.
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5.1 Reasoning about Bell states

Bell states were first discussed by Einstein, Podolsky and Rosen [16] and have
been very useful in designing quantum protocols. An independent sub-system
composed of a pair of qubits is said to be in a Bell state if they are maximally

entangled. For instance,
1

[¥) 7

(10) —[01))

is a Bell state.

In order to represent this pair in our logic, we choose two qubit symbols,
say gqby and gb;. The fact that these qubits are independent from other qubits

can be written as
Yind = {qbo,qbﬂ'

We can express the state as the following formula

YEPR ‘= (|qb01> = \}§(07 -1, 170))'

We can use our logic to derive that these qubits are necessarily entangled,
that is, neither by nor gb; form an independent sub-system. In other words

we will show that

“Yind> VEPR F E'[(]bo] M El[qbl]

The proof will follow by applying the metatheorem theorem of deduction.

In particular, we show
“Yind> YEPR, [qu] }_—LL7

as follows:

1 [gby, qb,] Hyp

2 [qby] Hyp

3 (labg, aby] T ([aby] T [ab,])) SubDiff
4 ([abo] T [ab,])) QMP: 1,3
5 [ab,] QMP :2.4
6 (I Mang,0 =0) M (UM gograb0 = = 75) M U Mabgraby; = 73) T U T)apy abe, = ) Hyp

7 (mMy2) 372 QTaut

8 (M apgyabe = ~73) M UM gbgrabs = 75) M UMby abg, = 0) QMP: 6,7
9 ‘T>qb01qb0 = ‘T>qb0qb0|—|—>qb1® Mul: 25
10 ‘T>qb01qb1 = ‘T>qb0@‘—|—>qblqbl Mul: 2,5
11 ‘T>qb01qb1 = ‘T>qb0qb0|—|—>qblqbl Mul: 2,5
12 1 RCF: 8-11
13 1L Eqv.l: 12
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Therefore, by metatheorem of deduction, we get

Yind> Yepr I E'[qbo]-

In a similar way, we can derive

Yind> Yeer - Blaby],

and consequently, we get

Yind» Vepr El[qb()] M El[qbl]‘

In the next section, we consider a protocol which uses this Bell state to
achieve teleportation.

5.2 Reasoning about quantum teleportation

A protocol for quantum teleportation was first proposed in [7]. The idea is to
move a qubit from one agent to another who share an entangled pair of qubits
while exchanging only classical information.

Before describing and verifying the protocol we need to extend dEQPL with
some features from dynamic logic. Namely, we shall use formulas, called Hoare
triples for historical reasons [22], of the form

{1} P{re}

where v and 2 are dEQPL formulas and P is a quantum program denoting
some composition of unitary transformations and measurements. It is often
useful to reserve some qubits that are always in a classical state. Let us call them
classical bits and use the symbols cby,...,cb,, to range over them. We shall
avoid going into the details of the quantum program language and semantics,
better left to a specific paper on DyEQPL. However, we shall provide the needed
intuitions. Namely, The Hoare triple above means that if the system is in a
quantum state satisfying ~; then after running P it reaches a state satisfying
Y2-

The protocol in [7] uses three qubits, say qbg, gb; and gb, plus two classical
bits cbg and cbs. The purpose is to transfer the quantum state of gb, to
gby, using gb, and the classical bits as auxiliary variables. Initially, gb; and
gby will be prepared in a Bell state not entangled with gqb,. Afterwards, a
measurement of qby and gb, is made (by Alice). Note that this measurement
will also affect qubit 1 because it is entangled with qubit 2. The classical bits
are used to store the result of measuring the corresponding qubits. The classical
information to be exchanged is precisely the contents of the classical bits after
the measurement. Finally, this information is used (by Bob) to decide which
unitary transformation to apply on gb; in order to achieve the required state.
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In short, the protocol QTP is as follows:

quoz;

IF
‘Cbog) = (1,0,0,0) — _Iqbl
‘Cbog) = (O, 1,0,0) — —qu1
‘Cb02> = (0>07 170) - qul
‘Cbog) = (0,0,0, 1) — _qu1qu1

FI

where I is the identity operator and X and Z are the standard Pauli operators
(not and phase flip, respectively).

The initial state of the system (after preparing the qubits 1 and 2) is assumed
to comply with:

i = [abo] M1 (Jabyz) = %(o,l, ~1,0)) 11 (abo) = (20, 21)) -

Observe that we are not constraining the state of qubit 0. We just need to
refer to it which we achieve by using the (rigid) variables zp and z;. Note also
that in such a state the qubits 1 and 2 are entangled. Actually, they are in a
Bell state as discussed in the previous example.

We want the final state of the system (after running the protocol) to comply
with:

Yen == [aby] 1T (Jaby) = (20,21)) -

In other words, we want to establish:

Spec := {Vinit } QTP {¥an} -

To this end, it is enough to assume that the measurement operator Mg
complies with the following non probabilistic specification:

b02

{'Yinit} Mq boa {'—'i:ﬂk}

where
71 = (Jebo2) = (1,0,0,0)) M (laby) = 75(1,0,0,1)) 1 (laby) = — (20, 21));
72 := (leboz) = (0,1,0,0)) M (labgy) = T5(=1,0,0,1)) M (laby) = (=20, 21));
73 := (leboz) = (0,0,1,0)) M (Jabgz) = 75(0,1,1,0)) M (Jaby) = (21, 20));
74 := (leboz) = (0,0,0,1)) M (Jabgz) = 75(0,~1,1,0)) M (laby) = (21, —20)).
Observe that the IF part of the protocol QTP complies with:
{7} IF {vgin }
for k =1,...,4. Therefore, we can derive Spec using the traditional composition

rules of dynamic logic.

42



6 Concluding remarks

A decidable quantum logic allowing us to reason about amplitudes of quantum
states and probabilities of classical outcomes was obtained as a fragment of
EQPL. Decidability was achieved by relaxing the semantics, replacing Hilbert
spaces by inner product spaces over arbitrary real closed fields and their alge-
braic closures. The proof of decidability was carried out hand in hand with the
proof of weak completeness and follows the Fagin-Halpern-Megiddo technique
(originally proposed for probabilistic logics [17, 1]).

We envision to use this decidable quantum logic in the specification and
verification of quantum procedures and protocols, either via model checking or
theorem proving. To this end, the hardness of the proposed decision algorithm
needs to be analyzed. We also intend to enrich this decidable quantum logic with
Hoare triples as outlined in Section 5 and in [25, 26]. Temporal extensions of
dEQPL should also be explored to reason about liveness and progress properties
of quantum computations. Another interesting line of research would be to
develop a first-order quantum logic based on the exogenous semantics approach.

Both EQPL and dEQPL allow us to express amplitudes of pure quantum
states of collections of qubits. Therefore, these logics are not insensitive to the
global phase of the quantum state. One may argue that it should be insensitive
since no physical measurement will ever be able to distinguish two quantum
states that are equivalent up to global phase. We decided to leave dEQPL as
it is (that is, sensitive to global phase) for two reasons. In practice, physicists
and quantum computer scientists need to work with both levels of abstraction.
Sometimes they want to work with states as unit vectors and other times they
want to abstract away the global phase. Therefore, a calculus supporting the
former level of abstraction is also useful. The second reason is a consequence of
the fact that forgetting global phase requires a major semantic shift. Indeed, it
is better solved by identifying a quantum state with a density operator work-
ing on the underlying inner product space, that is, working with probabilistic
ensembles or mixed quantum states in general.

Such a shift towards a semantics based on density operators will lead to
a quite different quantum logic (but still extending classical logic by applying
the exogenous approach) that will also be useful for reasoning about quantum
systems evolving under partial tracing, besides unitary transformations and
measurements. Clearly, this is yet another line of research that will deserve
attention.

The relationship between the exogenous quantum logics and the more tra-
ditional quantum logics (based on the original Birkhoff and von Neumann pro-
posal) should be further explored. At the preliminary stage of work in this
direction, it seems that most of the qualitative assertions possible in the latter
can be made in the former and that the latter can be easily extended with
quantitative aspects of the former. In other words, it seems feasible to combine
the two quantum logics into a single logic by using fibring techniques [19, 10].
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