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Abstract. We begin with a survey on well structured transition systems
and, in particular, we present the ideal framework [FG09a,BFM14] which
was recently used to obtain new deep results on Petri nets and exten-
sions. We argue that the theory of ideals prompts a renewal of the theory
of WSTS by providing a way to define a new class of monotonic systems,
the so-called Well Behaved Transition Systems, which properly contains
WSTS, and for which coverability is still decidable by a forward algo-
rithm. We then recall the completion of WSTS which leads to defining
a conceptual Karp-Miller procedure that terminates in more cases than
the generalized Karp-Miller procedure on extensions of Petri nets.

1 Introduction

Context. "The concept of a well-structured transition system (WSTS) arose
thirty years ago, in 1987 precisely [Fin87,Fin90], where such systems were ini-
tially called structured transition systems and shown to have decidable termina-
tion and boundedness problems. WSTS were developed for the purpose of cap-
turing properties common to a wide range of formal models (generating infinite-
state systems) used in model-checking, system verification and concurrent pro-
gramming. The coverability for such systems —given states s,t, decide whether
s —* t; > t for some t;— was shown decidable in 1996 [ACJYK96,ACJT00], thus
generalizing the decidability of coverability for lossy channel systems [AJ93] but
also generalizing a much older result by Arnold and Latteux [AL78, Theorem 5,
p. 391], published in French and thus less accessible, stating that coverability for
vector addition systems with resets is decidable. It is interesting to note that the
algorithm used by Arnold and Latteux in 1979 is an instance of the backward
algorithm presented in [ACJYK96] and applied to N™." 1

Ideals everywhere ? We believe that we have only now begun to understand that
all (?) existing forward coverability algorithms were based on the use of ideals,
i.e., directed downward closed sets, and on the fact that the cover, | Post*(s),
i.e., the downward closure of the reachability set from s, is equal to a finite

* This paper contains results and parts of texts of the following published papers
[FG09a,FG09b,FG12,BFM14,BFM16b] and also some results from a paper "Well
Behaved Transition Systems" [BFM16a], in preparation with Michael Blondin and
Pierre McKenzie.

! This citation is drawn from our paper [BFM16a].



union of ideals. Indeed, we may say now that the algorithm of Karp and Miller
[KM69], for coverability in Petri nets, computes a finite set of ideals whose union
is equal to the cover. Finkel introduced the framework of WSTS [Fin87,Fin90]
and generalized the Karp-Miller procedure to a class of complete WSTS by
building a non-effective completion of the set of states (the completion is done
by quotienting equivalent increasing sequences of states; this construction is
equivalent to the ideals completion), and replacing w-accelerations of strictly
increasing sequences of states (in Petri nets) by least upper bounds.

Emerson and Namjoshi [EN98] take into account the labeling of WSTS and
consequently adapt the generalized Karp-Miller algorithm to model-checking.
They assume the existence of a compatible dcpo (a dcpo is a directed complete
partial ordering), and generalize the Karp-Miller procedure to the case of broad-
cast protocols. However, termination is then not guaranteed [EFM99], and in
fact neither is the existence of a finite representation of the cover. This problem
was solved latter in [FG09a).

Abdulla, Collomb-Annichini, Bouajjani and Jonsson proposed a forward pro-
cedure for lossy channel systems [ACABJO04a] using downward-closed regular
languages as symbolic representations. We realize now that these symbolic rep-
resentations were the ideals ! In [GRvB06b,GRvB06a|, Ganty, Geeraerts, Raskin
and Van Begin proposed the first forward procedure for solving the coverability
problem for general WSTS equipped with an effective adequate domain of lim-
its, or equipped with a finite set D used as a parameter to tune the precision
of an abstract domain. Both solutions ensure that every downward-closed set
has a finite representation and still ideals were implicit but they were not seen
as the crucial mathematical object. Abdulla, Deneux, Mahata and Nylén also
proposed a symbolic framework for dealing with downward-closed sets for Timed
Petri nets [ADMNO4] and this was still a story of ideals.

The starting point of the series of papers entitled Forward analysis for WSTS,
part I: Completions [FG09a|, and Forward analysis for WSTS, part II: Complete
WSTS [FG09b,FG12], both written with Jean Goubault-Larrecq, came from our
desire to derive similar general algorithms working forwards, namely algorithms
computing the cover of any WSTS (and not for a particular class of WSTS).
Our initial completion (of the set of states) was originally based on topology
(the completion by sobrification), orderings (the completion by ideals) and the
strong connection between both; after some years, we may now only work with
the ideals completion [BFM16b] which is quite simple. While computing the
cover allows one to decide coverability, by testing whether ¢ € | Post*(s), it also
allows to decide whether the reachability set, Post*(s), is finite (the bounded-
ness problem). No backward algorithm can decide this. In fact, boundedness is
undecidable in general, e.g., on reset Petri nets [DFS98]. So computing the cover
is not possible for general WSTS. Despite this, the known forward algorithms
are felt to be more efficient than backward procedures in general: e.g., for lossy
channel systems, although the backward procedure always terminates, only a
(necessarily non-terminating) forward procedure is implemented in the TREX
tool [ABJ98]. Another argument in favor of forward procedures is the following:



for depth-bounded processes, a fragment of the m-calculus, the backward algo-
rithm of [ACJ T00] is not applicable when the maximal depth of configurations
is not known in advance because, in this case, the predecessor configurations
are not effectively computable [WZH10|. But the forward Expand, Enlarge and
Check algorithm of [GRvBO07], which operates on complete WSTS, solves cover-
ability even though the depth of the process is not known a priori [WZH10].

Our Contribution. Most of the material in Sections 2,5,6 of this paper is not orig-
inal and appeared in previous papers [FG09a,FG09b,FG12,BFM14,BFM16b].
Section 3 is a survey on WSTS. Section 4 presents the ideals framework and some
recent and deep results using ideals. Section 4 also recalls the Erdés and Tarsky
Theorem that says that a quasi-ordered set X is without infinite antichain if and
only if every downward closed subset of X is equal to a finite union of ideals.
This Theorem paves the way to the new definition of Well Behaved Transition
System (WBTS), more general than WSTS, with its decidability of coverability
[BFM16a| by a forward coverability algorithm.

In Section 5, we introduce the completion of a WSTS and building on our
own theory of completions [FG09a,BFM16b], we recall that w?-WSTS are the
right class of WSTS to consider: the completion S of a WSTS S is a WSTS
if and only if S is an w?-WSTS. All naturally occurring WSTS are in fact w?-
WSTS. Despite the fact that Cloverg cannot terminate on all inputs, that &
is an w2-WSTS will ensure progress, i.e., will ensure that every opportunity of
accelerating a loop will eventually be taken by Cloverg.

In Section 6, we recall complete WSTS which are functional WSTS & =

(S, E), <) where (S, <) is a wqo and a continuous dcpo and every function in F
is partial w-continuous. This allows us to design a conceptual procedure Cloverg
that looks for a finite representation (we say now, a finite set of ideals) of the
cover. Our procedure also terminates in more cases than the well-known (gener-
alized) Karp-Miller procedure [EN98 Fin90].

2 Preliminaries

2.1 Orderings

We borrow from theories of order, as used in model-checking [EN98,FS01], and
also from domain theory [AJ94,GHK"03].

Let X be a set and let < C X x X. The relation < is a quasi-ordering if it
is reflexive and transitive. If < is additionally antisymmetric, then < is a partial
order. We write > for the converse quasi-ordering, < for the associated strict
ordering (<'\ >). There is also an associated equivalence relation =, defined as
<N>. A set X with a partial ordering < is a poset (X, <), or just X when < is
clear. If X is merely quasi-ordered by <, then the quotient X/= is ordered by
the relation induced by < on equivalence classes. So there is not much difference
in dealing with quasi-orderings or partial orderings, and we shall essentially be
concerned with the latter.



The set X is well-founded (under <) if there is no infinite strictly decreasing
sequence xg > x1 > ... of elements of X. An antichain (under <) is a subset
A C X of pairwise incomparable elements, i.e. for every a,b € A, a £ b and
b £ a. We say that a quasi-ordering < is a well-quasi-ordering for X if X is
well-founded and contains no infinite antichain under <.

Let A C X, we define the downward closure and upward closure of A re-

spectively as 1A def {r € X :2 >aforsomea € A} and | 4 def {r e X :

x < aforsomea € A}. A subset A C X is said to be downward closed if
A =] A and upward closed if A = 1 A. An ideal is a downward closed subset
I C X that is also directed, i.e. it is nonempty and for every a,b € I, there
exists ¢ € I such that a < ¢ and b < ¢. Chains, i.e., totally ordered subsets,

and one-element sets are examples of directed subsets. The set of ideals of X is

denoted Ideals(X) & {I € X : I =] I and I is directed}.

An upper bound x € X of E C X is such that y < z for every y € E. The
least upper bound (lub) of a set E, if it exists, is written lub(E). An element z
of E is mazimal (resp. minimal) iff ta N E = {z} (resp. Lz N E = {z}). Write
Max E (resp. Min E) for the set of maximal (resp. minimal) elements of E.

A dcpo is a poset in which every directed subset has a least upper bound.
For any subset F of a dcpo X, let Lub(E) = {lub(D) | D directed subset of E}.
Clearly, E C Lub(E); Lub(E) can be thought of E plus all limits from elements
of E. When < is a well partial ordering that also turns X into a dcpo, we say
that X is a directed complete well order, or dcwo.

3 A Survey on Well-Structured Transition Systems

The theory of WSTS has now been used for 30 years as a foundation for verifica-
tion in various models, such as (monotonic extensions of) Petri nets, broadcast
protocols, fragments of the pi-calculus, rewriting systems, lossy systems, timed
Petri nets, etc. Two journal papers synthesise the known results and show the
possible applications [AéJTOO,FSOl].

3.1 Monotonic Transition Systems

A transition system is a pair & = (S, —) of a set S, whose elements are called
states, and a transition relation — C S x S. We write s — s for (s,s') €
—. Let = be the transitive and reflexive closure of the relation —. We write
Posts(s) = {s' € S| s — s'} for the set of immediate successors of the state
s. The reachability set of a transition system & = (5, —) from an initial state
so is Posty(so) = {s € S| sp = s}. The reachability tree RT(S,—,so) of a
transition system (S, —) with an initial state sg is defined as follows: the root is
labeled by sp and there is an arc between two nodes n,n’ labeled by the states
s,s iff s — s’

We shall be interested in effective transition systems. Intuitively, a transition
system (.S, —) is effective iff one can compute the set of successors Postg(s) of



any state s. We shall take this to imply that Postg(s) is finite (for simplicity,
transition systems are supposed to be finitely banching), and each of its elements
is computable. Formally, one would need to find a representation of the states
s € S. For reasons of readability, we shall make an abuse of language, and say
that the pair (S, —) is itself an effective transition system in this case, leaving
the representation of states and the post function implicit (see [FG12] for more
precise definitions).

We say that an ordered transition system & = (5, —, <), where < is a quasi
ordering, is monotonic (resp. strictly monotonic) iff for all s, s',s1 € S such that
s — s and s, > s (resp. s; > s), there exists an s} € S such that s; — s} and
sy > s (resp. 8} > ¢'). & is transitive monotonic iff for all s,s’,s1 € S such that

s — ' and s; > s, there exists an s} € S such that s; = &} and &} > §'. & is
strongly monotonic iff for all s, s’, s; € S such that s — s’ and s; > s, there exists
an s; € S such that s; — s} and s > s’. These variations on monotonicity were
studied in [Fin87,FS01]. Originally, three different definitions of monotonicity
(hence six definitions with the strict variant) were given in [Fin87] and four with
the stuttering variant (resp. eight) were studied in [FS01].

3.2 The Properties

Finite representations of Postg(s), e.g., as Presburger formulae or finite au-
tomata, usually don’t exist even for monotonic transition systems (not even
speaking of being computable). However, the cover set Coverg(s) = | Postg(l s)
(= | Post§(s) when & is monotonic) will be much better behaved. Note that be-
ing able to compute the cover allows one to decide coverability (t € Coverg(s)?),
and boundedness (is Post¥(s) finite?). Let us recall that the control-state reach-
ability problem (when the set S of states is S = @ x X with @ a finite set
of control states) can be reduced to coverability. However, the repeated control
state reachability problem (does there exist an infinite computation that visits
infinitely often a control state ¢?) cannot be reduced to coverability.

The eventuality property for a given upward closed set I, is the following
property: EG I is true in a state sq iff there is a computation from sy in which
all states are in I. Given two labeled transition systems &; = (S7,—1) and
Sy = (S2,—2), on the same alphabet X, the relation R C S; X Sy is a simulation
of &1 by &, if for each (s1,s0) € R, s} € Sy and a € ¥, if s; — s} then there
exists s, € So such that sy — s and (s},s5) € R. We say that s; € S is
simulated by so € So if there is a simulation R of &1 by & such that (s1,s2) € R.

3.3 Well-Structured Transition Systems

WSTS were originally thought of as generalizations of Petri nets (and classes
of FIFO nets) in which the set of states (called markings) of a Petri net with
n places, N™, is abstracted into a set X equipped with a wqo <; the Petri
net transitions (which are particular affine translations from N” into N") are
abstracted to general recursive monotonic relations in X. WSTS were defined



and studied in the author’s PhD thesis in 1986, the results were presented at
ICALP’87 [Fin87] and published in the journal "information and computation"
[Fin90).

Definition 1 ([Fin87,Fin90]). A Well Structured Transition System (WSTS)
S = (S, —, <) is a monotonic transition system such that (S, <) is wqo.

We will need effective WSTS & = (S, —, <), i.e., (S, —) is effective and < is
decidable. Generally WSTS are finitely banching. Some of the decidability results
[BFM14| do not require this but, for simplicity, we will make this assumption.
A WSTS (or more generally, an ordered transition system) & = (S, —, <) has
the effective PredBasis property if there exists an algorithm which computes
1 Pre(t s) for each s € S; & is intersection effective if there is an algorithm
which computes a finite basis of 1 sN 1 &', for all states s,s" € S.

We now summarize the main decidability results on WSTS till the year 2000.

Theorem 1. The following are decidable:

— Termination, for effective transitive monotonic WSTS [Fin87,FS01].

— Boundedness, for effective strictly monotonic transitive WSTS [Fin87,FS01].

— Coverability (hence control-state reachability), for effective WSTS with ef-
fective PredBasis ([ACJYKY96], extended in [FS01]).

— Fventuality, for effective strongly monotonic finitely branching WSTS (see
[KS96,ACJT00], extended in [FS01]).

— Simulation of a labeled WSTS by a finite automaton, for intersection effective
and effective strongly monotonic WSTS with effective PredBasis [A C'JYK96/.

— Simulation of a finite automaton by a labeled WSTS, for effective strongly
monotonic WSTS [ACTYK96].

The following are undecidable:

— Reachability, for effective strongly strictly monotonic WSTS (Transfer Petri
nets, [DFS98]).

— Repeated control-state reachability (hence LTL), for effective strongly strictly
monotonic WSTS (Transfer Petri nets, [DFS98]). O

To prove these decidability results we alternatively use forward and backward
algorithms. Termination, boundedness, eventuality and one part of simulation
can be proved by using a forward algorithm that builds the so-called Finite
Reachability Tree (FRT) [Fin87]: we develop the reachability tree until a state
larger than or equal to one of its ancestors is encountered, in which case the
current branch is definitely closed. The place-boundedness problem (to decide
whether a place can contain an unbounded number of tokens) is undecidable for
transfer Petri nets [DFS98], although they are strongly and strictly monotonic
WSTS. It is decidable for Petri nets. This requires a richer structure than the
FRT, the Karp-Miller tree. The set of labels of the Karp-Miller tree is a finite
representation of the cover.

Almost all the assumptions used above are necessary:



Theorem 2. The following are undecidable:

— Termination, for transitive monotonic WSTS.
— Boundedness, for effective strongly monotonic WSTS.
— Cowverability, for effective strongly strictly monotonic WSTS. a

For termination, Turing machines are transitive WSTS for which the termination
ordering <;ermination is undecidable, [FS01|. For the second claim, Reset Petri
nets have an undecidable bounded problem, and are effective strongly monotonic
WSTS; but they are not strictly monotonic [DFS98]. For the last claim, there
are WSTS composed of two recursive strictly monotonic functions from N? into
N2 that are not recursive on N2 hence there are no algorithm computing a
PredBasis, [FMPO04].

The status of eventuality and simulation is open: for each of these proper-
ties, we know of no natural class of WSTS for which this property would be
undecidable.

3.4 WSTS Everywhere 2

Here are some (this is not an exhaustive list) of the papers that introduced new
points of view, in our opinion:

Forward coverability algorithm and forward analysis for WSTS

Ganty, Geeraerts, Raskin and Van Begin proposed a new forward procedure
for deciding the coverability problem [GRB04,GRvB06a,GRvB06b]. This
was the first forward procedure for this problem in the general framework
of WSTS (to which they explicitely added, to the set of states, an Adequate
Domain of Limits). Their procedure computes a sufficient part (to decide
coverability) of a finite representation of the cover.
Goubault-Larrecq and I began in 2009 a series entitled "Forward analysis
for WSTS, Part I: Completions” [FG09a| and "Forward Analysis for WSTS,
Part II: Complete WSTS" [FGO9b| in which we provide the missing theo-
retical fundations of finite representations of downward closed sets. Most of
used ordering in WSTS are w?-ordering and in fact also better quasi order-
ing. This allows to extend the wqo to the completion of a WSTS and the
completed system is still a WSTS. An w?-ordering that is extended on down-
ward closed sets is also a wqo [FG09a,FG09b,ANOQ0]. This work, based on
both order and topology, allowed us to design a conceptual coverability set
procedure for all WSTS. Bounded WSTS [CFS11] are a particular recursive
class of WSTS for which our coverability set procedure terminates.

Expressive power of WSTS
In [ADB07,GRBO07], Abdulla, Delzanno, Geeraerts, Raskin and Van Begin
studied the expressive power of WSTS by means of the set of coverability
languages which are well-adapted to WSTS. Bonnet, Finkel, Haddad and
Rosa-Velardo proposed in [BFHR11] to use a new tool, the order type of

2 "WSTS Everywhere" was the title of our survey with Philippe Schnoebelen [FS01].



posets, to prove, for example, that the class of all WSTS with set of states
of type N™ are less expressive than WSTS with set of states of type N*+1,
This strategy unifies the previous proofs and allows to compare models of
different natures, such as lossy channel systems and timed Petri nets.

Petri net extensions and complexity of WSTS
Affine Petri nets extensions were studied a long time ago by Valk [Val78] un-
der the name self modified nets; more recently, many Petri nets extensions
were studied like recursive Petri nets [HP07], PRS [May00], Reset/Transfer
Petri nets [DFS98,DJS99] and affine well-structured nets [FMP04]. More re-
cently, since the first paper on Petri nets with data (which extend affine nets)
by Lazi¢, Newcomb, Ouaknine, Roscoe and Worrell [LNO107], many authors
like Rosa-Velardo, Frutos-Escrig [RAF07,RMdF11], Lazi¢, Haddad, Schmitz
and Schnoebelen have began to study the complexity for many classes of
Petri net extensions where tokens carry data: data nets, Petri data nets, v-
Petri nets, ordered and unordered data Petri nets. D. Figueira, S. Figueira,
Schmitz and Schnoebelen began the study of the ordinal-recusive complexity
of general WSTS. They characterized the ordinal length of bad sequences of
vectors of integers [FFSS11] (using the Dickson lemma) and of words [SS11]
(using the Higman lemma). Haddad, Schmitz and Schnoebelen showed "how
to reliably compute fast-growing functions with timed-arc Petri nets and data
nets. They provided ordinal-recursive lower bounds on the complexity of the
main decidable properties (safety, termination, reqular simulation, etc.) of
these models. Since these new lower bounds match the upper bounds that one
can derive from wqo theory, they precisely characterise the computational
power of these so-called "enriched" nets" in[HSS12].
In [BHM15], Badouel, Hélouét and Morvan addressed a WSTS extension of
Petri Nets whose transitions manipulate structured data via patterns and
queries. Very recently, Hofman, Lasota, Lazi¢, Leroux, Schmitz and Totzke
extended the construction of coverability trees to Petri Nets with Unordered
Data [HLL"16] and Lazi¢ and Schmitz proved that coverability for v-Petri
nets is complete for "double Ackermann" time [LS16a].

Pushdown VASS and Well-Structured Pushdown Systems

Mixing pushdown and counters is possible even if one reaches undecidability
or high complexity. Cai, Ogawa, Lazi¢, Leroux, Sutre, Totzke studied reach-
ability and coverability for VASS with a stack and subclasses of Pushdown
WSTS. Coverability is decidable for one dimensional Pushdown VASS but it
is Tower-hard (while Boundedness is in exponential time) and its decidability
is an open problem for general Pushdown VASS [Laz13,LST15b,LST15a).

We could also quote other applications and use of the WSTS theory to: Well-
Structured Graph Transformation Systems [BDK'12 KS14]| ; to decide properties
in the pi-Calculus [Mey08,ZWH12 HMM14|; and we could also mention the re-
cent paper from Lasota [Las16] who proposes an interesting "WQO Dichotomy
Conjecture: under a mild assumption, either a data domain exhibits a well quasi-
order (in which case one can apply the general setting of well-structured transi-



tion systems to solve problems like coverability or boundedness), or essentially
all the decision problems are undecidable for Petri nets over that data domain.".

4 The Ideal Framework of Ideals

Recall that an ideal is a downward closed subset I C X that is also directed,

i.e. it is nonempty and for every a,b € I, there exists ¢ € I such that a < ¢

and b < c. The set of ideals of X is denoted Ideals(X) f {ICX: :I=|

I and T is directed}.

The two following examples come from [BFM16b].
Example 1. Let us consider the ideals of N, It can be shown that

Ideals(N?) = Ideals(N) x Ideals(N) x --- x Ideals(N)

d times

and that I € Ideals(N) is either N or of the form | x for some 2 € N. Therefore,
any ideal I € Ideals(N?) may be represented by some z € N? where z; = w
represents N and x; = y represents | y. Consider the following downward closed
set

X ={(x1,22) € N%: (2 <4)V(z; <8Axp <10)V (23 < 5)}.

As illustrated in Fig. 1, it is possible to write X as the following finite union of
ideals:
J4xNU | 8x [10 U Nx |5

which can be represented by {(4,w), (8,10), (w,5)}.

Ezample 2. Tt has been recently shown that downward closed languages (un-
der the subword ordering) coincide with the class of strictly piecewise-testable
languages [RHBT10]. Previously, downward closed languages were studied and
used in [ACABJO04b] for representing infinite reachability subsets of lossy chan-
nel systems; it is proved that every downward closed language on X*, where X
is a finite alphabet, is a finite union of products P, Ps--- P,, where each P; is
either {g,0} for some o € ¥, or A* for some A C X. It has been remarked in
[FG09a] that every ideal I € ldeals(X*), is exactly a product I = PiPy--- Py,
like in [ACABJ04b]. Following [FG09al, the previous result on downward closed
languages is then a particular instance of a more general result: every downward
closed set (here a downward closed language on X*), in a wqo, is a finite union
of ideals.

For example, consider the language of words over X = {a,b,c} where the
first letter does not reappear, i.e., let

L={we Xt :w; #w for 1 <i<|wl}

=a{b,c}* Ub{a,c}* Uc{a,b}" .



6 8 10 12 14
T

Fig. 1. Decomposition of X = {(z1,22) € N?: (z1 < 4) V (1 <8 Az2 < 10) V (72 <
5)} into finitely many ideals. The three ideals |4 x N, 8 x [ 10 and N x |5 appear
respectively in blue, orange and green.

It can be shown that
JL=LU{we X" :|w|, =0 for some o € X'}
= LU{a,b}* U{a,c}" U{b,c}”
={a,e}{b,c}* U{b,e}{a,c} " U{c,e}{a,b}" .
Hence, | L decomposes into finitely many ideals.

It was observed in [FG09a,BFM14] that any downward closed subset of a
well-quasi-ordered set is equal to a finite union of ideals, which led to further
applications in the study of WSTS.

4.1 Recent Use of Ideals

— Leroux et Schmitz used in Demystifying Reachability in Vector Addition
Systems [LS15b| and in Ideal Decompositions for Vector Addition Systems
[LS16b] the decomposition of downward closed sets into finite many ideals on
runs (instead classically on states) with the natural embedding relation be-
tween runs to give the first upper bound for the complexity of the reachability
problem in Petri nets. They established that the decomposition produced by
the complex reachability algorithm is, in fact, "the ideal decomposition of
the set of runs, using the natural embedding relation between runs as well
quasi ordering. In a second part, we apply recent results on the complexity
of termination thanks to well quasi orders and well orders to obtain a cubic
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Ackermann upper bound for the decomposition algorithms, thus providing the
first known upper bounds for general VAS reachability. "

Lazi¢ and Schmitz studied in The Ideal View on Rackoff’s Coverability Tech-
nique [LS15a] the well-known Rackoff coverability algorithm and they re-
newed the study by using the ideals framework: We take a dual view on the
backward coverability algorithm, by considering successively the sets of con-
figurations that do not cover y in 0,1,2, . . . or fewer steps. Such sets are
downwards-closed, and enjoy a (usually effective) canonical representation
as finite unions of ideals. We show that, in the case of VAS, this dual view
ezxhibits an additional structural property of w-monotonicity, which allows to
derive the desired doubly-exponential bound.

Lazi¢ and Schmitz proved in The Complexity of Coverability in v-Petri Nets
[LS16a] that coverability for v-Petri nets is complete for "double Ackermann"
time by using the ideals framework with the multiset ordering. They proved
that the v-Petri nets are ideally effective and they studied the length of con-
trolled descending chains of downwards-closed sets which are finite unions
of ideals. The proof deeply relies on ideals.

Hofman, Lasota, Lazié¢, Leroux, Schmitz and Totzke studied in Coverability
Trees for Petri Nets with Unordered Data [HLLT16]"an extension of clas-
sical Petri nets where tokens carry values from a countable data domain,
that can be tested for equality upon firing transitions. These Unordered Data
Petri Nets (UDPN) are well-structured and therefore allow generic decision
procedures for several verification problems including coverability and bound-
edness. We show how to construct a finite representation of the coverability
set in terms of its ideal decomposition.”.

Blondin, Finkel and McKenzie studied in Handling Infinitely Branching
Well-structured Transition Systems [BFM14,BFM16b]| coverability, termi-
nation and boundedness for infinitely branching WSTS. "Here we develop
tools to handle infinitely branching WSTS by exploiting the crucial property
that in the (ideal) completion of a well-quasi-ordered set, downward-closed
sets are finite unions of ideals. Then, using these tools, we derive decidability
results and we delineate the undecidability frontier in the case of the termi-
nation, the maintainability and the coverability problems. Coverability and
boundedness under new effectiveness conditions are shown decidable.”

Other applications of ideals arrive: Goubault-Larrecq and Schmitz showed

using effective representations for tree ideals that it entails the decidability of
piecewise testable separability when the input languages are regular. [GLS16]

4.2 Decomposition of Downward Closed Sets into Ideals

Even if it was observed that any downward closed subset of a well-quasi-ordered
set is equal to a finite union of ideals, here, we stress the fact that such finite
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decompositions also exist in quasi-ordered sets with no infinite antichain. The
existence of such a decomposition has been proved numerous times (for partial
orderings instead of quasi-orderings) in the order theory community under dif-
ferent terminologies, and is a particular case of a more general result of Erdds &
Tarski [ET43]. But, to the best of our knowledge, this has never been remarked
neither used in the verification community.

Theorem 3 ([ET43,Bon75,Fra86,BFM16a]). A countable quasi-ordered set
X contains no infinite antichain if, and only if, every downward closed subset of
X is equal to a finite union of ideals.

We give a self-contained proof of this result in [BFM16a].

Theorem 3 allows us, as in [BFM14], to define a canonical finite decomposi-
tion of a downward closed subset D C X, that is, the (finite) set ldealDecomp(D)
of maximal ideals contained in D under inclusion.

4.3 Well Behaved Transition Systems

Since downward closed sets decompose in finitely ideals, we may use the for-
ward coverability algorithm and then we are motivated to define a new class of
monotonic transition systems.

Definition 2 ([BFM16a]). A Well Behaved Transition System (WBTS) is a
monotonic transition system & = (S, —, <) such that (S, <) contains no infinite
antichain.

Every WSTS is trivially a WBTS but, for example, a one counter automaton
on Z is a WBTS but it is not a WSTS, for the usual ordering.

We describe effectiveness hypotheses that allow manipulating downward closed
sets in WBTS.

Definition 3 ([BFM16a]). A class C of WBTS & is ideally effective if

— the function mapping the encoding of a state s of an ordered transition system
to the encoding of the ideal | s is computable;

— inclusion of ideals is decidable;

— the downward closure | post(I) expressed as a finite union of ideals is com-
putable from the ideal I.

Let us emphasize that an ideally effective WBTS is effective and post-effective:
S embeds into Ideals(S) hence S is also decidable; the inequation s < ¢ is equiv-
alent to | s CJ t hence it is decidable; and computing post(s) boils down to
computing post(] s).

Remark 1. Enforcing WBTS to be ideally effective is not an issue for virtually
all useful models. Indeed, a large scope of WBTS are ideally effective [FG09al:
ideally effective WSTS, Petri nets, VASS and their extensions (with resets, trans-
fers, affine functions), lossy channel systems and extensions with data.
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We recently proved in [BFM16a] that coverability is decidable for ideally
effective Well Behaved Transition Systems.

Theorem 4 ([BFM16a]). Coverability is decidable for ideally effective Well
Behaved Transition Systems.

5 Completion of WSTS and Accelerations 3

5.1 Completion of a WSTS

The ideal completion of a WSTS is useful to define lub-accelerations (that are
defined in the completed set of states, i.e., in the set S completed with lubs)
; then one may design coverability set procedures like abstracted Karp Miller
procedures working on states and lubs, i.e., "limits of states". Let us recall that
S is canonically included in ldeals(S), that Ideals(S) is a continuous dcpo, and
in the case of continuous dcpos, the set S with its set of lubs, is isomorphic
to Ideals(S). The following definition extends [FG09b| to non-functional WSTS
and uses the ideal completion instead of the more complex sober topological
completion.

Definition 4 ([BFM14,FG09b]). The completion S of a WSTS & = (S, —
,<) is the ordered transition system S = (5,~,C) where S = Ideals(S) and
I~ J if J € IdealDecomp(| Postg(1)).

It would seem clear that the construction of the completion G = (§ ,~, Q)
of a WSTS & = (5, —, <) be, again, a WSTS. We shall recall that this is not
the case. The only missing ingredient to show that & is a WSTS is to check that
S is well-ordered by inclusion. And this is not the case, the Rado wqo is a well
known example.

When is X well-ordered by inclusion? We shall see that there is a definite
answer: when X is w?-wqo. Hence, when the original wqo < is also a w?-wqo,
the ordered set (ldeals(S), C) is also a wqo and then the completion of a such
WSTS would be still a WSTS.

In fact, the completion can be extended to WBTS since the completion only
needs a quasi ordering without infinite antichains.

Definition 5 ([BFM16a]). The completion S of a WBTS & = (S, —,<) is

the ordered transition system & = (8,~»,C) where S = Ideals(S) and I ~ J if
J € IdealDecomp(| Postg(I)).

Let us remark that the completion of a WBTS is not necessarly a WBTS.
Take X to be Rado’s structure Xgado [Rad54], ie., {(m,n) € N* | m < n},
ordered by <gado: (m,n) <Rado (M/,n') iff m =m’ and n <n/, or n <m'. It is
well-known that <g,q, is a well quasi-ordering, hence without infinite antichains.

3 The text of sections 5.2, 5.3, 5.4 and 5.5 is drawn from the paper [FG12].
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Since the completion of the Rado ordering contains the infinite set of the w;
[Section 5.3, Lemma 1], which is an infinite antichain, we conclude that the
completion of a WBTS is not necessarly a WBTS

5.2 Lub-accelerations

A subset U of a decpo X is (Scott-)open iff U is upward-closed, and for any
directed subset D of X such that lub(D) € U, some element of D is already
in U. A partial w-continuous map f : X — X, where (X, <) is a dcpo, is
a partial map whose domain dom f is upward-closed, and such that for every
directed subset D in dom f, lub(f(D)) = f(lub(D)). The composition of two
partial w-continuous maps again yields a partial w-continuous map. This is all
we require when we define accelerations. The closed sets are the complements of
open sets. Every closed set is downward-closed. On a dcpo, the closed subsets
are the subsets B that are both downward-closed and inductive, i.e., such that
Lub(B) = B. An inductive subset of X is none other than a sub-dcpo of X.
The closure cl(A) of A C X is the smallest closed set containing A. This should
not be confused with the inductive closure Ind(A) of A, which is obtained as
the smallest inductive subset B containing A. In general, | A C Lub(] A) C
Ind({ A) C ¢l(A), and all inclusions can be strict. All this nitpicking is irrelevant
when X is a continuous dcpo, and A is downward-closed in X . In this case indeed,
Lub(A) = Ind(A) = cl(A). This is well-known, see e.g., [FG09a, Proposition 3.5],
and will play an important role in our constructions. As a matter in fact, the fact
that Lub(A) = ¢l(A), in the particular case of continuous decpos, is required for
lub-accelerations to ever reach the closure of the set of states that are reachable
in a transition system.

In [FG12], we illustrate that w?-wqo are crucial to establish a progress prop-
erty that consists to make infinitely often lub-accelerations.

The reasons why the original Karp-Miller procedure terminates on (ordinary)
Petri nets are two-fold. First, when X =N (’Z, one cannot lub-accelerate more than
k times, because each lub-acceleration introduces a new w component to the label
of the produced state, which will not disappear in later node extensions. This is
specific to Petri nets, and already fails for reset Petri nets, where w components
do disappear. The second reason is of more general applicability: X = N is wpo,
and this implies that along every infinite branch of the tree thus constructed,
case (*) will eventually happen, and in fact will happen infinitely many times.
Call this progress: along any infinite path, one will lub-accelerate infinitely often.
In the original Karp-Miller procedure for Petri nets, this will entail termination.

As we have already announced, for WSTS other than Petri nets, termination
cannot be ensured. But at least we would like to ensure progress. The argument
above shows that progress is obtained provided X is wqo. This is our main
motivation in characterizing those wqos X such that X is wqo again.
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5.3 The Rado Structure

We now return to the purpose of this section: showing that X is well-ordered
iff X is w?-wqo. We start by showing that, in some cases, X is indeed not well-
ordered.

Recall that X is Rado’s structure Xgaqo [Rad54], i.e., {(m,n) € N?> | m < n},
ordered by <gado: (m,n) <Rado (M/,n') iff m =m’ and n <n/, or n <m'. It is
well-known that <g.q4, is a well quasi-ordering, and that P(Xgrado) is not well-
quasi-ordered by S%ado, defined as A S%{ado B iff for every y € B, there is a
x € A such that z <pago y [Jan99]. (Equivalently, A g%ado Biff tBCtA.)

Consider indeed w; = {(i,n) | n > i+ 1} U{(m,n) € XRado | n < i — 1}, for
each 7 € N. This is pictured as the dark blue (or dark grey) region in Figure 2, and
arises naturally in Lemma 1 below. Note that w; is downward-closed in <g.qo-
Consider the complement @; of w;, and note that @; S%ado w; iff 1w C 1w, iff
w; C w; (since w; is upward-closed), iff w; C w;. However, when i < j, (4, j) is in
w; but not in w;, so w; g%ado Wj. So (W;),cy is an infinite sequence of P(XRado)
from which one cannot extract any infinite ascending chain. Hence P(XRado) is
indeed not wqo. Since m = ldeals(XRado), let us examine the structure of
directed subsets of XRado-

Lemma 1 ([FG12]|). The downward-closed directed subsets of X pado, apart
from those of the form |.(m,n), are of the form w; = {(i,n) | n > i+1}U{(m,n) €
XRado | n<1i— 1}; or w = XRado-

See Figure 2 for a pictorial representation of w;.

Fig. 2. Ideals in Rado’s Structure
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54 w2-WSTS

Recall here the working definition in [Jan99|: a well-quasi-order X is w?-wqo
if and only if it does not contain an (isomorphic copy of) Xgado; here we use
Janéar’s definition, as it is more tractable than the complex definition of [Mar94].
Janéar proved that X is w?-wqo iff (P(X), <*) is wqo (where A <! B iff for every
b € B, thereis an a € A such that a < b or equivalently iff + B C1 A iff B C1 A).
We have shown that the above is the only case that can go bad:

Proposition 1 ([FGO9b]). Let S be a well-quasi-order. Then S is well-quasi-
ordered by inclusion iff S is w?-wqo.

Let an w?-WSTS be any WSTS whose underlying poset is w?-wqo. It follows:

Theorem 5 ([FG09b]). Let & = (S, —, <) be a WSTS. Then & is a WSTS
iff & is an w?-WSTS. ad

Note that S = Ideals(S) is an algebraic depo [AJ94], whence S is a continuous
dewo as soon as S is w?-wqo.

5.5 Are w?-wqos Ubiquitous?

XRado is an example of a wqo that is not w?-wqo. It is natural to ask whether
this is the norm or an exception. We claim that all wqos used in the verification
literature are in fact w?-wpo.

Consider the following grammar of datatypes, which extends that of [FG09a,
Section 5] with the case of finite trees (last line):

D = natural numbers
| A< finite set A, ordered by <
| D1 X ...X Dy finite product
| Di+ ...+ Dy finite, disjoint sum (1)
| D* finite words
| D® finite multisets
| T(D) finite trees

Proposition 2 ([FG09a,FG09b]). Every datatype defined in (1) is w?-wqo,
and in fact bgo.

In fact, all naturally occurring wqos are bqos, perhaps to the notable excep-
tion of finite graphs quasi-ordered by the graph minor relation, which are wqo
[RS04] but not known to be bqo.

6 A Conceptual Karp-Miller Procedure *

An argument in favor of computing clovers is Emerson and Namjoshi’s [EN9S|
approach to model-checking liveness properties of WSTS, which uses a finite

* The content of Section 6 is mainly drawn from the paper [FG12]|.
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(coverability) graph based on the clover. Since WSTS enjoy the finite path prop-
erty ([EN98|, Definition 7), model-checking liveness properties is decidable for
WSTS for which the clover is computable. This motivate us to try to compute
the clover for classes of WSTS, even though it is not computable in general. The
key to designing some form of a Karp-Miller procedure, such as the Cloverg
procedure below is being able to compute lub-accelerations. To define and to
compute lub-accelerations, one will use functional WSTS and one will acceler-
ate compositions of functions. Complete WSTS is the framework to define and
compute lub-accelerations.

Definition 6 (Complete WSTS [FG12]). A complete transition system is a

functional transition system & = (S,g, <) where (S, <) is a continuous dcwo
and every function in F is partial w-continuous. A complete WSTS is a func-
tional WSTS that is complete as a functional transition system.

Let us remark that complete WSTS are strongly monotonic and that S =
Ideals(S) is always a continuous depo [AJ94, Proposition 2.2.22], hence the com-
pletion of a WSTS (resp. a WBTS) is a complete WSTS (resp. a WBTS).

The point in complete WSTS is that one can accelerate loops:

Definition 7 (Lub-acceleration [FG12]). Let (X, <) be a depo, f : X —
X be partial w-continuous. The lub-acceleration f*° : X — X is defined by:
dom f*° = dom f, and for any x € dom f, if x < f(x) then f>(z) = lub{f™(z) |
n € N}, else f>*(z) = f(x).

Note that if x < f(z), then f(z) € dom f, and f(z) < f?(z). By induction, we
can show that {f™(z) | n € N} is an increasing sequence, so that the definition
makes sense.

Remark 2. In [FG09Db|, we define, only for complete WSTS, the clover as the
finite set (not necessarily computable) of maximal elements of the least upper
bounds of the cover: more precisely, the clover Cloverg(sg) of the state s € S
is Max Lub(Coverg(so)). Now we may extend the previous definition of Clover

to any WBTS as follows: Cloverg(so) def IdealDecomp(Coverg(sg)) where

IdealDecomp(Covere(sg)) is the canonical ideal decomposition of Coverg (so).
Then each maximal element in Lub(Coverg(so)) can be identified with a max-
imal ideal in ldealDecomp(Covers(sg)). Lub-accelerations in WBTS could be
defined for functional complete WBTS.

Definition 8 (oo-Effective [FG12]). An effective complete functional WSTS
G = (S,i,g) is oo-effective iff every function g* is computable, for every

g € F*, where F* is the set of all compositions of maps in F.

E.g., the completion of a Petri net is oo-effective: not only is N¥ a wpo, but every
composition of transitions g € F* is of the form g(x) = = + §, where § € Z*. If
x < g(z) then § € N¥\ {0}. Write z; the ith component of x, it follows that
g°°(x) is the tuple whose ith component is x; if 6; = 0, w otherwise.

17



Let & be an oo-effective WSTS, and write A <* Biff | A C | B, i.e., iff every
element of A is below some element of B. The following is a simple procedure
which computes the clover of its input sp € S (when it terminates):

Procedure Cloverg(sy) :

1. A+ {80};

2. while Postg(A) £ A do
(a) Choose fairly (see below) (g,a) € F* x A such that a € dom g;
(b) A AU {g™(a)};

3. return Max A;

The reader will find in [FG12| arguments showing that Cloverg is well-
defined and all its lines are computable by assumption, provided we make clear
what we mean by fair choice in line (a).

We use a fixpoint test (line 2) that is not in the Karp-Miller algorithm; and
this improvement allows Cloverg to terminate in more cases than the Karp-
Miller procedure when it is used for extended Petri nets (for reset Petri nets for
instance, which are a special case of the affine maps above). To decide whether
the current set A, which is always an under-approximation of Cloverg(sg), is
the clover, it is enough to decide whether Postg(A) <° A.

7 Conclusion and Perspectives

We have made a (partial) survey on WSTS among the tens of papers related
to WSTS. Then we have presented the new (for the verification community)
framework of ideals and we have shown how it has been used in recent pa-
pers concerning decidability and complexity of different Petri nets extensions.
We have also presented the new definition of Well Behaved Transition Systems,
which extends WSTS, and where coverability is still decidable [BFM16a]. We
have recalled the framework in [FG12| of complete WSTS, and of completions
of WSTS, on which forward reachability analyses can be conducted, using the
clover, i.e., the set of maximal elements of the cover. For complete WSTS, the
clover is finite, describes the cover exactly and it is computed by a simple pro-
cedure, Cloverg, for oo-effective complete WSTS &.

From [BFM16a], one could extend the Clover’s definition and the procedure

Clovergs to WBTS. In the future, it would be interesting to investigate all of
the previous questions for WBTS instead of WSTS.
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