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Index Terms—D.2.1.b: Software Engineering / Requirements / change—and a conforming design model, a first complete
Specifications / Elicitation methods; D.2.10.a: Software Bgineer-  pehavioral description of the system.

ing / Design / Design concepts; 1.2.6.e: Computing Methodogies o .
/ Artificial Intelligence / Learning / Induction ; F.1.1.a: T heory The fact that target systems are often distributed compli

of Computation / Computation by Abstract Devices / Models of Cates matters considerably as combining several individua
Computation / Automata processes may easily yield realizations that handle mane th
Abstract—This paper is concerned with bridging the gap the specified scenarios, i.e., they may over-approximae th
between requirements and distributed systems. Requiremémnare system requirements, or that suffer from deadlocks. During
defined as basic message sequence charts (MSCs) specifyingip the synthesis of such distributed design models, conftjctin
tive and negative scenarios. Communicating finite-state maines o jiraments are detected and resolved. As a consequkace, t
(CFMs), i.e., finite automata that communicate via FIFO bufers, . e . .
act as system realizations. The key contribution is a genelization reqUIre.ments S.peCIflcatlon is adapted .by adding or omitting
of Angluin’s leaming algorithm for synthesizing CFMs from Scenarios. Besides, a thorough analysis of the design model
MSCs. This approach is exact—the resulting CFM precisely e.g., by means of model checking or simulation, requiresdixi
accepts the set of positive scenarions and rejects all nega errors in the requirements. Obtaining a complete and ctemgis

ones—and yields fully asynchronous implementations. Thegper ; ; ; ;
investigates for which classes of MSC languages CFMs can befSet of requirements together with a conforming design model

learned, presents an optimization technique for learning prtial 'S thqs a complex "fmd hlghly_lteratlve process.
orders, and provides substantial empirical evidence indiating This paper considers requirements that are given as mes-

the practical feasibility of the approach. sage sequence charts (MSCs). These MSCs are basic; high-
level constructs to combine MSCs by alternative, sequlentia
or repetitive composition are not considered. This yields a

) ) simple, yet still effective requirement specification faim
The software engineering development cycle starts Wil that is expressive, easy to grasp and understand. For

elicitating requirements. Requirement capturing techesof e design models we focus on distributed systems where
various nature exist. Popular requirement engineerindymebach process behaviour is described as a finite-state neachin
ods, such as the Inquiry Cycle and CREWS [36], exploifng processes exchange messages asynchronously via order-
use cases and scenarios for specifying system’s requitsmefyaserving communication channels. These communicating
Scenarios given as sequence diagrams are also at the Ngatk state machines (CFMs [13]) are commonly adopted for
of the UML (Unified Modeling Language). A scenario iSrealizing MSCs [3, 7,23-27,32, 35].

a partial fragment of the system’s behavior given as visuaIWe exploit learning algorithms [4] to synthesize CFMs

rep:jre.:,]eptatmn |nd|cat|n§r;] the system compr)lon.ents (I\I/ ﬁpt)cr;\] from requirements given as set of (positive and negativsicha
and their message exchange over time (horizontally). Thgliss | earning fits well with the incremental generation of

intuitive yet formal nature has led to a broad acceptance ¥sign models as it is feasible to infer a design model on

the softv_var_e engineering community, bOth_ In academla_ fiee basis of an initial set of scenarios, CFMs are adapted in
well as in industry. Scenarios can be positive or negativg, ,tomated manner on adding and deletion of MSCs, and
|tr)1dr|]cat.|ng either a plosspllc? desired or an unwa?]te“?ﬁsySt%'i%gnosticfeedback is provided that may guide an amendment
ehaviar, rtlespegtlve Y- ,D' e;e?]t scenanos :]og(_et EMIO  f the requirements when establishing an inconsistency of a
more comp ete escnp'u_onq the ;ysﬁer‘r}: ”e a\gort.) f' set of scenarios. The use of learning for system synthesis
R_eqwrements capturing Is typ'caY ollowed by a "Strom scenario-based requirements specifications is not new
design step of the system at hand. This step naturally ignote 4 o< been proposed by several authors, see, e.g., [46, 33,

many implementation details and aims to obtain an initigh; The main characteristics of our approach are the unique
system structure at a high level of abstraction. In case of

ySE TIgh IBVe S€ OleBmbination of:
distributed system realization this, e.g., amounts tordetee N )
which processes are to be distinguished, what their higé-le (i) positive andnegativeMSCs are naturally supported;
behaviour is, and which capacities of communication chsnndil) realized processes interafutly asynchronousty
suffice to warrant a deadlock-free process interactions THill) Synthesized CFMsprecisely exhibit the behaviour as
design phase in software engineering is highly challengimg _ SPecified by the MSCs; _ _
it concerns a complex paradigm shift between the requiremély) effective optimizations tailored tqpartial orders like
specification—a partial, overlapping and possibly incstesit MSCs.
description of the system’s behavior that is subject todapExisting learning-based synthesis techniques typicatip-c
o sider just possible and no undesired behaviours, yield syn-
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J.P. Katoen and Carsten Kern are with RWTH Aachen University ChronOUSIV .(Or partially asynChronOUS|Y) interactingqmata,-
M. Leucker is with Technical University Munich and, most importantly, suffer from the fact that synthesize
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realizations may exhibit more behaviour than specified.t Thetate machineCFMs) [13]. The former constitute an appeal-
is, the obtained realizations are in fact over-approxioreti ing and easy to understand graphical specification formalis
Technically speaking, this paper makes the following dentfThe latter, also known asiessage passing automgtdPA),
butions. We extend Angluin’s learning algorithm for infeg serve as design models for the system to learn and model the
deterministic finite automata from regular languages to cammunication behavior of distributed systems composed of
learning algorithm that allows for synthesizing CFMs fronfinite-state components.
MSC languages, i.e., sets of words that are described by a seBefore we start, let us recall some basic notation and
of MSCs. The generalized learning algorithm is described iBrminology. An alphabetis a nonempty finite set whose
detail, a general learning set-up is defined, and the coresst elements are calledctions Finite sequences of actions are
and time-complexity of our algorithm are established. \Wenth elements of2* and are calledvords Sets of words are termed
consider existentially, and, respectively, universalbubded languagesand are thus subsets &f*. For a wordw € X*
CFMs, i.e., CFMs for which some, respectively all, possibl@e denote bypref(w) (suff (w)) the set of all its prefixes
event orderings can be realized with finite communicatiqguffixes, respectively) including itself and the empty word
channels. It is shown that universally bounded deadlock- We extendpref and suff to languageslL C X* letting
free CFMs, existentially bounded CFMs with an a priotpref (L) := U, pref (w) and suff (L) := U, ¢, suff (w).
fixed channel capacity, and universally-bounded weak CFNi¢e denote the powerset of a sEtby 2X.
are all learnable. We subsequently show how the memory
consumption of our algorithm can be improved using so-dalle
partial order learning. Exploiting that MSCs are in facttizar - Message Sequence Charts
orders, this approach amounts to merging rows and column# common design practice when developing communicating
(in the table used for learning) such that only congruesystems is to start with specifying scenarios to exemphgy t
prefixes and suffixes need to be stored. The correctnesssof thtended interaction of the system to bdessage sequence
modification is shown, and it is indicated by means of severeharts (MSCs) provide a prominent notion to further this
experiments that this leads to siginificant memory savingapproach. They are widely used in industry, are standatdize
These experiments are carried out with the software$onyle [29, 30], and resemble UML's sequence diagrams [5]. An MSC
[9], which implements several algorithms presented in thdepicts a single partially ordered execution sequence of a
paper. Let us summarize the user tasks of our approach: system. It consists of a collection of processes, which, in
(i) Membership queriesire posed by the learner and aréheir visual representation, are drawn as vertical lined an
mostly handled in an automated manner. A small fragwe interpreted as top-down time axes. Moreover, an arrow
ment of these queries has to be answered manually. THegm one line to a second corresponds to the communication
are calleduser queries In this case, the user has tcevents of sending and receiving a message. An example MSC
classify the presented basic MSCs as either positive isrillustrated in Fig. 1(a). The benefit of such a diagram & th
negative. one grasps its meaning at a glance. In the example scenario,
(i) Due to the high degree of automatiomquivalence messagesn; andmy are sent from process to process.
queries are rather rare. Here, the user has to cheék further messagen originates at process and is finally
whether the generated automaton is correct. To facilitateceived ai. However, one still has to reach an agreement on
this, Smyle supports testing and simulation of automatdhe system architecture, which does not necessarily emerge
In case an incorrect behaviour is detected, the user Hegm the picture. Namely, following the MSC standard, we
to provide a counterexample MSC. assume asynchronous communication: the send and receipt of
Organization of this paperSection Il introduces MSCs, @ message might happen time-delayed. More precisely, there
(several classes of) CFMs, and summarizes main realigabifis an unbounded FIFO channel in between two processes
results. Section IIl describes Angluin’s learning algomitin that allows a sender process to proceed while the message
detail. Section IV constitutes the main part of this papet ars waiting for being received. Moreover, we assume a single
extends Angluin’s learning algorithm to enable inferringMs ~ Process to be sequential: the events of one particular gsoce
(rather than deterministic finite automata). To that end, wase totally ordered in accordance with their appearanceson i
define a general learning setup and determine several CEWe axis. For example, regarding Fig. 1(a), we suppose that
classes that are learnable. Section V presents an efficief€pdingms occurs after sendingy;. However, as the relative
improvement of our learning algorithm by considering norm&peed of the processes is unknown, we do not know;ifis
forms of equivalences classes of words generated by MS@egeived beforen, is sent. Thus, the latter two events remain
Section VI describes some case studies, and shows thaerdered.
congruence-based learning improves the memory consumptioWe conclude that, in a natural manner, an MSC can be
with a factor of up to almost 75%. The paper closes witdeen as a labeled partial order (labeled poset) over itsteven
discussing related work and an epilogue. A preliminaryieers Fig. 1(b) depicts the Hasse diagram of the labeled poset

of this paper appeared as [8]. that one would associate with the diagram from Fig. 1(a).
Its elementsl, ..., 6 represent the endpoints of the message
Il. MSCS AND COMMUNICATING AUTOMATA arrows and are calledvents The edge relation then reflects

In this section, we introduce two fundamental conceptthe two constraints on the order of execution of the events:
message sequence cha(MSCs) andcommunicating finite- (i) events that are located on the same process line ardytotal
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Stated in words, an MSC is adct-labelled poset such
that events occurring at a single process are totally odjere
and that event is either a send or a receive event. For these
events the order is fixed. Independent events, though, can
occur in any order. Sequential observations of labeledtpose
are called linearizations. Ainearization of an Act-labeled
poset(E, =<, ) is any saturation of< to a total order=’,

II' (p,q,m1)

N '(p, q,m2)

ie., e, =<' ... =% ¢, where(i,...,i,) IS a permutation
(@) (0) of (1,...,n) such that, for allj,k € {1,...,n}, e;;, = e,
Fig. 1. MSC as a diagram (a) and as a graph (b) implies j < k. A linearizatione;, ...e;, corresponds to the

word A(e;,) ... A(e;,) € Aet™ and, by abuse of nomenclature,

. we call A(e;, ) ... A(e;,,) a linearization as well. For example,
ordered, and (ii) a send event has to precede the corresgpndi

receive event. Indeed, it is reasonable to require that the:a m)!(p,q,m1) ! (p,q,m2) (¢, p,m1) ?(q; p, m2) ?(q, 7, m)
transitive closure of constraints (i) and (ii) is a partieder. To s 5 |inearization of the MSC in Fig. 1(a). The set of lin-
keep track of the nature of an eventin the poset representatisarizations of a labeled posdt will be denoted byLin (M).
any such event is labeled with an action. Thus, a possibéd lakp;g mapping is canonically extended towards #etf partial

is either orders:Lin(L) = Uy o Lin(M).
« a send action, which is of the fortip, ¢, m) meaning
thatp sends a message to g, or B. Communicating Finite-State Machines

- a receive action, which is of the forff(g, p,m) and is  \15cs constitute a visual high-level specification fornmalis
the complementary receive action executed by progessrpey can be represented graphically and offer an intuitive

The alphabet of actions is, therefore, parametrized Rgmantics (in terms of their linearizations). On the compu-
nonempty and finite sets’roc of processesand Msg of tational side, we consider automata models that reflect the
messagesvhich we suppose to be fixed in the following. Weind of communication that is depicted in an MSC. We now
suppose| Proc| > 2. Recall that we assume an exchange firn towards an automata model that, in a natural manner,
messages through channels. The setlwnnelsis denoted generates collections of MSCs. More precisely, it gensrate
Ch = {(p,q) € Proc x Proc | p # q}. The setAct, action sequences that follow aadl-or-none law: either all
of actionsthat may be executed by processis given by |inearizations of an MSC are generated, or none of them.
Act, = {Up,q,;m) | (p,q) € Ch andm € Msg} U A communicating finite-state machine (CFM) is a collection
{?(¢,p.m) | (p,q) € Ch andm € Msg}. Moreover, let of finite-state machines, one for each process. According to
Act =, e pyo Actp denote the set of all actions. Before wehe assumptions that we made for MSCs, we assume that
formally define what we understand by an MSC, let us firgommunication between these machines takes place via (a
consider generalict-labeled posets, i.e., structur@s, <, A)  priori) unbounded reliable FIFO channels. The underlying
where E is a finite set ofevents \ is a labeling function system architecture is again parametrized by thePset of
of the form £ — Act, and < is a partial-order relation processes and the skfsg of messages. Recall that this gives
(it is reflexive, transitive, and antisymmetric). For prsse rise to the setdct of actions, which will provide the transition
p € Proc, let %, := X N (E, x E,) be the restriction o to  |apelings. In our automata model, the effect of executingrals
Ep = A~ (Act,,) (which will later be required to give rise to action of the formi(p, ¢, m) by process is to put message:
a total Order). Moreover, we define the relati@ﬁl,sgg ExFE at the end of the Chann@’ q) from process to process;.
to detect corresponding send and receive evenisusy j if  Receive actions, written &, p, m), are only enabled when
there are a channép, ¢) € Ch and a message € Msg such  the requested messageis found at the head of the channel

that (p,q). When enabled, its execution by processemoves the
e Ai) =Up,q,m), A\(j) = ?(¢q,p,m), and corresponding message from the channel fronp to q.
o [{i' Xi| M) =!p,q,m') for somem’ € Msg}| = It has been shown that the CFM model derived from
{i' =31y =?g,p,m') for somem’ € Msg}|. concepts explained so far has a limited expressivenesgier

That is, events and;j correspond to a message exchange onpfotocols cannot be implemented without possible deadlock

if the number of messages that have been sent through chamyeCFMs, unless the model is enriched by so-caledtrol

(p, q) beforei equals the number of messages that have be@nsynchronization messag 12]. Therefore, we extend our

received beforg. This ensures FIFO communication. alphabet wrt. a fixed infinite supply of control messades
Let Act) contain the symbols of the forn(p,q, (m,\))

Definition 1 (Message Sequence Chart (MSC)AnMSCis or ?(p,q,(m,\)) where !(p,q,m) € Act, (respectively

an Act-labeled posefF, <, \) such that ?(p,q,m) € Actp) and X € A. Intuitively, we tag messages
o for all p € Proc, <, is a total order onE with some control information\ to circumvent deadlocks.
T ' ; A A
o 2= (<msgU U,eproc =p)* and Finally, let Act™ = ¢ p,oc Act, -

e Vi€ E.3j € E.i <msg] OF j <msg?-
' J b msd O J mmsg? Definition 2 (Communicating Finite-State Machine (CFM))

See Fig. 1(a) and Fig. 2 for some example MSCs. A communicating finite-state machif€FM) is a structure
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Fig. 2. Example message sequence charts
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Fig. 3. Example communicating finite-state machines

A = ((Ap)peproc,Z). For any processp € Proc, the following two inference rules. The first rule considérs t
A, = (Sp, Ap, Fp) constitutes the behavior gf where sending of a message from p to ¢ and is given by

» S, is a finite set oflocal) states _ » o,

e A, C S, x Act x S, is the finitetransition relationand (3p, (P, g, (M, N)),5,) € A, and for allr # p, 5, =3,

« F, C S, is the set offinal states (3x): 1, ¢;m), 3, X)) € =4

Moreover,Z C [] Sy is the set of global initial states.

pefroc wherey’ = x[(p.q) := (m, A) - x((p, )], i.e., x’ maps(p, q)

For an example CFM, consider Fig. 3(c) wheite R} ¢ A. to the concatenation ofm,\) and x((p,q)); for all other

Let A = ((Ap)peproc, I) With A, = (S,,A,, F,) be channels;’ coincides withy. This rule expresses that if the
a CFM. The size ofA, denoted by|A|, is defined to be local automatond, has a transition labeled Hyp, ¢, (m, \))
> peproc [Spl- A configuration of A gives a snapshot of moving from states, to 5, then the CFMA has a transition
the current state of each process and the current chariifiein 5 to 5 where only thep component ofA changes its
contents. Thus, the set of configurations .4f denoted by state and the new message:, \) is appended to the end
Conf 4, consists of pairgs, x) with 5 € Hpepmc S, a global of channel(p,q). Note that the control message has been
state andy : Ch — (Msg x A)*, determining the channel abstracted away from the action that has been encountered
contents. The projection of a global statec [],.p,,.5p when taking the transition. In other words, the transition i
to processp is denoted bys,. An execution of a send or labeled by an element fromct, which follows our intuition
receive action transfers the CFM from one configuration tbat elements ofA are only used for synchronization but do
another, according to thglobal transition relationof .A. This not contribute to observable behavior.
transition relation=-4 C Conf 4 x Act x Conf 4 is given by The second rule is complementary and considers the receipt



IEEE TRANSACTIONS ON SOFTWARE ENGINEERING, VOL. ??, NO. MONTH YEAR 5

of a message: where any message is immediately received. Moreover, the
action!(r, g, m) is completely independent of all the actions
that are engaged in sending/receiving the messages ms.
(%), 2(p,g;m), 3',X") € = Thus, a CFM cannot distinguish between the above sequences

wherex((g,p)) = w- (m,)) # e andy’ = x[(q,p) = w]. and sequence
This rule states that if the local automatdp has a transition |

labeled by?(p, ¢, (m, \)) moving from states, to 5, then the

CFM A has a transition frons to ', which is labeled with Actually, !(r, ¢, m) can be placed at any arbitrary position with
?(p,q,m), where only thfp component ofA changes its state the restriction that it has to occur before the complemegntar
and the messagen, \) is removed from the head of channeteceipt ofm. Note that the three well-formed words mentioned

(3p, 2(p, 4, (m, M), 5,) € A, and for allr # p,5, =73,

(T7q7m) !(p7Q7m1) ?(Q7p7m1) !(p>Q7m2) ?(Q7pa mZ) ?(q:rv m)

(,p). above all correspond to linearizations of the MSC from
A run of CFM A on a wordw = a;y...a, € Act” is Fig. 1(a).
a sequencey...c, € Conf} of configurations wherey To capture the closure properties of a CFM formally, we

is an initial configuration and, for every € {1,...,n}, identify labeled posets whose linearizations satisfy e
(ci-1,ai,¢;) € =>a. The set ofinitial configurationsis or-nonelaw, stating that either every or no linearization is
defined asZ x {x.} where x. maps each channel ontoaccepted by a CFM. To this aim, we associate to any word
the empty word, representing an empty channel. The runys=q; ...a, € Act* anAct-labeled poseM(w) = (E, <,\)
acceptingif ¢, € ([[,cpyoc Fp) X {Xc}, i-€., €aCh processsuych thatw is a linearization ofM(w) and a CFM cannot
is in an accepting state and all messages have been recegfiefinguish betweenw and all other linearizations di(w).
yielding empty channels. Thianguageof CFM A, denoted The set of events is given by the set of positionauini.e.,
L(A), is the set of wordss € Act™ such that there is an g = {1,... n}. Naturally, any positioni € E is labeled with
accepting run of4 on w. ai, i.e.,\(i) = a;. It remains to fix the partial-order relatiof,
which reflects the dependencies between events. Clearly, we
consider those events to be dependent that are executed by th
same process or constitute the send and receipt of a message,
We callw = ay ...a, € Act™ with a; € Act proper if since each process acts sequentially and a message has to be
« every receive action inv is preceded by a correspond-sent before it can be received. Hence,4giC E), x E, with
ing send action, i.e., for each channgl,q) € Ch, E, as before be defined by=, jiff i < j. Moreover, let
messagem € Msg, and prefixu of w, we have ¢ <msg j if there is a channe(p,q) € Ch and a message
D omenmsg [Wipam) = 2mensg [Ul7(gpm) Whereful,  m € Msg such that
denotes the number of occurrences of actioin the o Ai) =(p,q,m), A(j) = ?(¢,p,m), and
word u, and . o {i" <i| Ai") =!(p,q,m’) for somem’ € Msg}| =
« the FIFO policy is respected, ie., fordll<i:<j<mn, {5 < 7| AG") = ?(q,p,m’) for somem’ € Msg}|.
(p,q) € Ch, andmy, my € Msg with a; = (p,q, m1),
a; = ?(g,p,me), and|{i’ <i|ay =!(p, ¢, m) for some
m € Msg}| = |{j’ < j | ay = ?(¢g,p,m) for some
m € Msg}|, we havem; = mo.

Closure Properties of CFM Languages

This is similar to the definition of<ysg in the previous
paragraph. Lets = (<msg U U,epro. =p)*- To examplify
these notions, consider the well-formed warddefined as
_ o ~ Nrg,m) Np, g, ma) Np, g, m2) 2(q, p,ma) (g, p,ma) 2(g, T, m).
A proper word w is called well-formed if it satisfies Fig. 1(b) depicts the Hasse diagram of thet-labeled poset
2omesg [Whp.am) = 2mentsg [Wl2(gp,m)- M(w) = (E,=,). Note thatM(w) is an MSC. Indeed,
Obviously, a run of a CFM on a wora only exists ifw is  we have the following two lemmas, which are considered

proper, as a receive action is only enabled if the correspgndstandard in the MSC literature (see, for example, [27]).
send message is at the head of the channel. Moreover, every

word accepted by a CFM is well-formed, as acceptance imp”fémma 1 For any MSCM, w € Lin
empty channels. ’

In addition, as different processes interact asynchrdgous . ,
and, in general, independently, the language of a CFM .Snglmall\/lz For any WeII-fOJmedu/; € Act?, M(ﬁ{) ]'CS an”
closed under a certain permutation rewriting. For exampllgl, L oreoverM(w) and M(w') are isomorphic for a
consider a run of a CFM on the well-formed word w' € Lin(M(w)).

(M) is well-formed.

These results suggest to introduce an equivalence relation
over well-formed words. The well-formed words and w’

i.e., proces® sends a message; to process,, followed by are equivalent written w ~ ', if M(w) and M(w') are

a messagenz, whereupon procesgreceives these messagesomorphic. Note that this holds ith € Lin(M(w’)).

in the correct order. We observe that processould have

received the message, before sendingn,. Indeed, any CFM | emma 3 ([3]) For any CFM A,

accepting the above action sequence will also accept the wora) L(A) consists of well-formed words only.

'(p7 Q>m1) ?(Q7pa ml) '(p7 Q>m2) 7(Q7p7 m2) !(T7 q, m) ?(Q7 T, m) b) L(A) is closed undere.

'(pv q, ml) '(p7 q, WLQ) ?(‘LP, ml) ?(qvpv WLQ) !(T7 q, TTL) ‘?(q7 r, m)
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The last claim asserts that for all well-formed wordsind the language provided the actions in an CFM are scheduled
v with u = v, we haveu € L(A) iff v € L(A). For well- appropriately, cf. [24,25]. Formally, the notion of boudde
formed wordw, let [w]r be the set of well-formed words CFMs is defined as follows:
that are equivalent ta wrt. ~. For a setL of well-formed
words, let[L]~ := [, [w]~ be theclosureof L wrt. ~. Definition 6 (Bounded CFM ([24, 27]))
The fact thatZL(A) is closed unders, allows us to assign to a) CFM A is universally B-bounded B € IN, if L(A) is a
A its set of MSCsL(A) := {M(w) | w € L(A)}. (Here, we set of B-bounded words. It isiniversally boundedf it is
identify isomorphic structures, i.e., we consider isonfsm universally B-bounded for somés.
classes of MSCs). This is an equivalent, visual, and mor®) CFM A is existentially B-bounded B € N, if, for every
compact description of the behavior of CEMl Observe that w € L(A), there is aB-bounded wordw’ € L(A) such
Lin(L(A)) = L(A), i.e., the linearizations of the MSCs of that w’ ~ w.

CFM A correspond to its word language. ) ) )
A further variant of CFMs, as considered in [3, 32, 35], does

C. Deadlock-F Bounded. and Weak CEM not allow for sending control information with a message.
- Deadlock-rree, bounded, and Wea S Moreover, they have a single global initial state:

In distributed computations, the notions of determinism,
deadlock and bounded channels play an important role [Befinition 7 (Weak CFM) A CFM A = ((A,)peproc, L) is
25, 26]. Roughly speaking, a CFM is deterministic if evergalled weak if
possible execution allows for at most one run; it is deadiock , |7| =1 and

free if any run can be extended towards an accepting one. , for every two transitions(si, !(p, ¢, (m1, A1), s}) and

L. L (327 '(p7Qa (m27)\2))1 812)1 we haveAl = AQ-
Definition 3 (Deterministic CFM) A° CFM A =
((Ap)peProc, T) with A, = (S,, A,, F,) is deterministicif, Note that the second item requires that only one message
for all p € Proc, A, satisfies the following two conditions:from A is used in the CFM. Intuitively, we could say that no
(i) If we have both (s,!(p,q,(m,\1)),s1) € A, and synchronization message is used at all, as a weak CFM cannot
(5,)(p, g, (M, A2)),52) € Ap, then\; = Xy and s; = so. distinguish between several messages.

(i) If we have both (s,?(p,q,(m,\),s1) € A, and
(s,2(p, ¢, (M, \)), 52) € A, thens; = s,. Example 1 Consider the weak CFMsl, and A, depicted

in Fig. 3(a) and (b), respectively, which do not use control
The CFMs from Fig. 3(a) and (b) are deterministic whereasessages (recall that, formally, there is no distinction be
the CFM from Fig. 3(c) is not. tween control messages). The CEMNj represents a simple

producer-consumer protocol, whereak, specifies a part of
Definition 4 (Deadlock-free CFM ([26])) A CFM A is the alternating-bit protocol. Two scenarios that demoatstra
deadlock-freef, for all w € Act™ and all runs~y of A onw, possible behavior of these systems are given by the MSCs
there existw’ € Act™ and~’ € Conf; such thatyy' is an M, and M, from Fig. 2(a) and (b), respectively. Indeed,
accepting run of4 on ww'. M, € L(Aa) and My € L(Ap) (thus, Lin(Ma) C L(Aa)

and Lin(Mp) C L(Ap)). Observe thatd, is deterministic,

The CFMs from Fig. 3(a_), (b_) and (c) are deqdlock-free. ngistentiallyl-bounded, and deadlock-free. It is not universally
that, however, the CFM in Fig. 3(c) will contain a deadlock i ounded as process can potentially send arbitrarily many

the control messages L and R were omitted. messages to procegdefore any of these messages is received.

W? oli]tain anor':her e;shsentialla res;ric;ion Of_CFMS if WEh contrast, Ay is universally bounded (witnessed by the bound
require t at.any channel has a bounde capacity,3ay,IN. B = 3) and also existentially 1-bounded. As stated before, it
Towards this notion, we first define when a word B i o155 deterministic and deadlock-free

bounded. The CFM A¢ (cf. Fig. 3(c)), which is existentiallyl-
bounded, deadlock-free, and not deterministic, descrthes

Definition 5 (B-bounded word) Let B € IN. Word w € = gyqtem that is depicted informally in Fig. 3(d) in terms of
Act” is B-bounded if, for any prefix of w and any(p,q) € 5 high-level MSC: MSCs fromL(A;) start with sending

Ch, it holds a request message from to ¢, followed by an arbitrary
0 < Z L — Z [ul2(gpm) < B sequence of further requests, which are sent fgota ¢, and
meMsg - meMsg o acknowledgments, sent fromto p. Note that.4; employs

. L ) ) control messages to avoid deadlocks. The idea islthand R
This notion is extended to MSCs in the following way. MSG,

; i e inform the communication partner about which of the nodes
Mis calledunlversaIIyB—bqunde_df all words in L_m(M) are 4t the bottom (left or right) is envisaged next.
B-bounded. MSCM is existentially B-boundedif Lin (M)
contains at least oné&-bounded word. Similar notions are For weak CFMsA, we can identify another closure prop-
adopted for CFMs, except that for existentially-boundedne erty. Consider Fig. 4. IfL(A) subsumes the linearizations of
it is required that for every word: of the language, an the MSCsM; and M5, then those of\/3 will be contained in
equivalentword v ~ u exists that isB-bounded. The intuition L(.A) as well, as the bilateral interaction between the processes
is that bounded channels suffice to accept representativessocompletely independent. Formally, we define the infeeenc
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TABLE |

My: Mo: Ms: ANGLUIN’S ALGORITHM L*

m m m m

L*(X):
1 U :={e}; V:={e}; T is defined nowhere
Fig. 4. Some MSCs 2 T-UpDATE();
§ 3 repeat
relation}= C 24¢" x Act* as follows: given a sef, of well- 4 while (T, U, V) is not (closed and consistent)
formed words and a well-formed word, L = w if, for every g do T U is ot stenth
p € Proc, there isu € L such thatu [ p = w | p. Here, 3 ' f(inéd u,)'es[r}oa?;s'z et
(w | p) € Act; denotes the projection ab onto actions of g row(u) = row(u') and
processp. Indeed,L(A) is closed undef=, i.e., L(A) E w 9 row(ua)(v) # row(u'a)(v);
impliesw € L(A). 10 V:=VU{av}
. L i 11 T-UPDATE();
A stronger notion, which is satisfied by any weak deadlockq> it (T, U, V) is not closedthen
free CFM is as follows. Lef, C Act” be a set of well-formed 13 find u € U,a € ¥ such thatrow (ua) # row(u’)
words and let: be a proper word (i.e., it is the prefix of some 14 forall u’ € U;
well-formed word). We writel, =%« if, for everyp € Proc, 12 g-;éige(g@};
there isw € L such thatu [ld’.is a pre;ix ofw | p. Language 17 I+ (T,U, V) is both closed and consistent, heneeyr, v
L C Act* is closed undet="" if L =% w implies thatw is 18 can be derived/
a prefix of some word irL. 19 perform equivalence test fdt (1,7, v);
20 if equivalence test failshen
21 get counterexamplev;
Lemma 4 ([3,32]) Let A be a weak CFM. 22 U = U U pref (w);
; 23 T-UPDATE();
a) L(A) is closed undef=. J 24 until equivalence test succeeds
b) If A is deadlock-free, theil(A) is closed undel= s 25  return H7.u,v);
TABLE i

. FUNCTION FOR UPDATING TABLE FUNCTION INL*
Implementability Issues

Next, we collect known results on the relationship betweenurpare():

regular languages ovetct and CFM languages. 1 for w € (U U UX)Vsuch thatl'(w) is not defined
2 T (w) := getClassificationFromTeacher (w);

Theorem 1 Let L C Act* be a set of well-formed words that

is closed under~, and let B € IN. We have the following

equivalences: IIl. L EARNING REGULAR LANGUAGES

a)1) L is regular. In the previous sections, we formalized the notions of sce-
2) There is a universally bounded CFM with L = L(A). narios, or MSCs, and design models, i.e., CFMs. It remains to
3) There is a deterministic universally bounded CFEM1 introduce the key concept of our synthesis appro&sming

with L = L(A). design models from given scenarios.
4) There is a universally bounded deadlock-free CEM  Angluin’s well-known algorithm L [4] learns a determin-
with L = L(A). istic finite automaton (DFA) by querying for certain words

b)1) The set{w € L | w is B-bounded is regular, and for whether they should be accepted or rejected by the automaton
all w € L. there is aB-bounded wordy’ with 'w%w/_ in question. In this section, we recall the algorithm and

2) There is an existentially3-bounded CFMA with I — generalize it towards learning objects that canrdymesented
L(A). by DFA in a way made precise shortly. This extension allows
us to learn various classes of CFMs, as described in the

c)1) L is regular and closed undee. previous section

2) There is a universally bounded weak CEMwith L = Let us first recall some basic definitions. LEt be an

L(fA)' of alphabet. A deterministic finite automaton (DFA) overis
d)1) L is regular, closed undef=, and closed undef="".  a tuple B = (Q, q0,4, F), whereQ is its finite set ofstates
2) There is a deterministic universally bounded deadlock; < () is theinitial state § : Q x & — Q is its transition

free weak CFMA with L = L(A). function and F C Q is the set offinal states The language
In all four cases, all directions are effective whefeis L(B) of B is defined asL(B) = {w € ¥*[d(qo,w) € F}
assumed to be given as a finite automaton. whered : @ x ¥* — @ is the extension of to words, i.e.,

5(q,¢) = w andd(q, aw) = 6(6(g,a), w). Due to well-known
The equivalences “13 2) & 3)” in Theorem 1a) go back automata-theoretic results, every DFA can be transformied i
to [27], the equivalence “13 4)" to [7]. Theorem 1b) is due a unique (up to isomorphism), equivalent, minimal DFA,,i.e.
to [24]. Finally, Theorems 1c) and 1d) can be attributed to [Baving a minimal number of states.
32]. Angluin’s algorithm L* learns or infers a minimal DFA
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the learning procedure is completed. Otherwise, the retirn
counterexample, is processed by adding every prefix of

. . Teacher
me?mbershlp query:

wel (includingu) to U, extending’/ X accordingly, and subsequent
yes/no answer membership queries are performed in order to make the table
, _ closed and consistent, whereupon a new hypothesized DFA is
if closed and consistent:

equivalence query constructed, etc. (cf. Fig. 5).

LH) =L The pseudo code of*Lis given in Table I, supplemented
by Table I, which contains the table-update function whigh
invoked whenever th&eacher is supposed to classify a word.

yes or
counterexample
w e (L\ L(H))U(L(H)\ L)

Oracle

Fig. 5. Components of Land their interaction Theorem 2 ([4]) Under the assumption thafeacher classi-
fies/provides words in conformance with a regular language

for a given regular languagg. In the algorithm, a so-called OVer ¥ invokingL* (%) eventually returns the minimal DFA
Learner, who initially knows nothing about, is trying to V€' % recognizing L. If n is the number of states of this
learn a DFAB such thatL(B) = L. To this end, it asks DFA andm is the size of the largest counterexample, then
. y . . . 2
repeatedly queries of deacher and an Oraclet, who both the number of membership queries is@|X| - m - n*) and
know L. There are two kinds of queries (cf. Fig. 5): the maximal number of equivalence queriesisThe overall

« A membership quergonsists in asking th&eacher if a running time is polynomial inn. and .
word w € ¥* isin L.

« An equivalence queryconsists in asking theOracle
whether ahypothesizedFA H is correct, i.e., whether
L(H) = L. The Oracle answersyesif H is correct, or
supplies a counterexample drawn from the symmetric

Example 2 AssumeX = {q,b} and letL = {w € ¥* |
|wle = |w|y andw = wv implies|uly, < |ul, < |uly + 2}, i.e.,
for any word ofL, every prefix has at least as ma#'g asb’s
and at most two more’s than b’'s. Moreover, the number of
a’s in the whole word is equal to the number i$. Clearly,

difference OfL, an-dL(H). ] . L is a regular language ovek. Let us illustrate how the
The Learner maintains a prefix-closed sétC % of Words  minimal DFA for I is learned usind_*. Fig. 6 shows several

that are candidates for identifying states, and a suffiseo (|5 that are computed while leamirig The first table is
setV C ¥* of words that are used to distinguish such stategiiialized for 7 = {e} and V = {e}. A table entryT (uv)

The setsU and V' are increased on demand. Tlearner with w € U UUY. andv € V has parity+ if uv € L and —,

makes membership queries for all words(ii U UX)V, and  qiherwise. For example, consider Figi)6 According to the
organizes the results intotable 7 = (7', U, V) where func-  qefinition ofL, the empty word is contained inL and, thus,
tion 7" maps each € (UUUZ)V to an element fronf +, —} T(e) = row(e)(e) = +. In contrast,a and b are not in L, so
where parity+ representacceptedand — not acceptedFor that T'(a) = T(b) = row(a)(e) = row(b)(e) = —.

word u € U U U, let functionrow(u) : V. — {+,—} be

: e This table is not closed as, e.ggw(a) # row(u) for all
given by row(u)(v) = T (uwv). Such function is called sow

u € U. Hence,U has to be extended by adding which

of . i ) . invokes additional membership queries. The resultingetatfl
The following properties of a table are relevant. Tablés g ;) is closed and consistent and the learner presents the
» closed if for all w € U anda € ¥ there isu’ € U such pypothesis automatoi;, which, however, does not conform

that row(ua) = row(u’), and to the target languagé,, as, e.g.pb € L(H1)\ L. Therefore,
implies row (ua) = row(u'a). The obtained table (Fig. #%:)) is not consistent, as

If 7 is not closed, there exisis € ¥ such thatrow(ua) #  row(a)(e) = row(b)(e) = — but row(aa’)(¢) # row(a’a’)(e).
row(u’) for all v € U. In this case, we movewa to U To resolve this conflict a column is added to the table, i.e.,
and ask membership queries for everybv with b € ¥ V' :=V u{a'} wherea’ was the conflicting suffix.

and v € V. Likewise, if 7 is not consistent, there exist Some steps later, the algorithm comes up with (cf.
u,u’ € U, a € ¥ andv € V such thatrow(u) = row(u’) Fig. 6vi)), which indeed recognizes, i.e., L(H3) = L, so
and row(ua)(v) # row(u’'a)(v). Then we adduwwv to V and that the learning procedure finally halts.

ask membership queries for evetyw with v € U U UX.

If table 7 is closed and consistent, tHearner constructs a IV. LEARNING COMMUNICATING FINITE-STATE
hypothesized DFAH+ = (Q, qo, 6, F'), where MACHINES
o @ ={row(u) [ ue U} with go the row row(e), In this section, we intend to give a learning approach torinfe
« ¢ is defined bys(row(u),a) = row(ua), and CFMs from example scenarios that are provided as MSCs. Let
e '={reQlr(e) =+} us first settle on a user profile, i.e., on some reasonable as-

The Learner subsequently submit${r as an equivalence sumptions about the teacher/oracle that an inferenceitdgor
query asking whethel (H7) = L. If the answer is affirmative, should respect:

1 o o o The user can fix some system characteristics. For exam-
We want to explicitly distinguish between membership (i.easy to

answer) and equivalence (i.e., more difficult to answeryigae Conceptually, pIe, Sh_e .m_lght reql_“re her system to be deadlock-free,
there is no reason for differentiating between them. deterministic, or universally bounded.
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e | b € |b | bb
Pa ok T
] a — |+ a -+ -
) Uil s ¢ e |b A b |- -
U-2¢ 3| = e |+ e [+]- bb - |- bb - =-1]-
closed:  No a |- O aa T aa -t
consistent: Yes b - L e ach | — | + acb | — |+ | —
i) bb | — iv) bb | — | — v) aabb |+ | — vi) aabb |+ | —| —
aa | — aa | — | — ab + | = ab + | =] -
/‘L ab | + ab |+ | — ba — | = ba - = -
€ ba | — ba | — | — bba — | = bba - = -
U{ c T bba | — bba | — | — b | — | - Wb | — | —| -
i) el = bbb | — bbb | — | — aaa — | = aaa — = -
b B closed: Yes closed: Yes aaba | — | — aaba | — | — | +
e el consistent: No consistent: Yes aabba | — | + aabba | — | + | —
ab | + aabbb | — | — aabbb | — | — | —
cIosgd: Yes closed: Yes closed: Yes
consistent: Yes consistent: No consistent: Yes
T a, b
e
counterex.bb counterex. aabb
bb € L(H.) aabb & L(Hz)
bb ¢ L(B) aabb € L(B)

Fig. 6. An example of an L run

« She can decide if a given scenario in terms of an MSC |, and |:df.

is desired or unwanted, thus classify it as positive &fyards learning CFMs, a naive idea would now be to infer,
negative, respectively. _ _ by means of I, a regular word language that can be translated
« She can accept or reject a given system and, in the latigefy 3 CFM according to Theorem 1. The user then has
case, come up with an MSC counterexample. to classify arbitrary words over the alphabet of actions and
Roughly speaking, the user activity should restrict to silas to deal with hypotheses that have nothing in common with
fying and providing MSCs. In contrast, we do not assum@SC languages. These activities, however, do not match our
that the user can determine if a given system correspondsyter profile. Moreover, the user will be confronted with an
the desired system characteristics. Apart from the fact th&erwhelming number of membership and equivalence queries
this would be too time consuming as a manual process, t@it could actually be answered automatically. In fact,dsor
user often lacks the necessary expertise. Moreover, théewhat do not match an execution of a CFM and hypotheses
learning process would get stuck if the user was confront@tht do not correspond to a CFM could be systematically
with a hypothesis that does not match her requirements, bgfected, without bothering the user. The main principle of
cannot come up with an MSC that is causal for this violatiopur solution will, therefore, be an interface between therus
(this is particularly difficult if the system is required t@b and the program (i.e., the learner) that is based on MSCs only
deadlock-free). So we would like to come up with somg other words, the only objects that the user gets to see are
guidedapproach that “converges” against a system satisfyingSCs that need to be classified, and CFMs that might already
the requirements. correspond to a desired design model. On the one hand, this
The core ingredient of an inference algorithm that matchescilitates the user activities. On the other hand, we obtai
our user profile shall be the algorithnt Lwhich synthesizes substantial reduction of membership and equivalence esieri
a minimal DFA from examples given as words. To build @he latter will be underpinned, in Section VI, by a practical
bridge from regular word languages to CFMs, we make us@aluation (cf. Table V).
of Theorem 1 (page 7), which reveals strong relationshipsNow let us turn to our adapted inference algorithm. Its core
between CFMs and regular word languages over thedset il indeed be L*. While L* does not differentiate between
of actions. More specifically, it asserts that one can syitkee words over a given alphabet, however, Theorem 1 indicates
« adeterministic universally-bounded CFfvom a regular that we need to consider a suitable domdn C Act*

set of well-formed words that is closed under containing only well-formed words. Secondly, certain riest
« auniversally-bounded deadlock-free CHkbdm a regular tions have to be imposed such that any synthesized CFM
set of well-formed words that is closed under recognizes a regular subset ©f. For universally-bounded

« an existentially B-bounded CFMfrom a regular set of (deadlock-free) CFMs, this might be the class of all well-
well-formed B-bounded words that is closed under théormed words, whereas for existentiallg-bounded CFMs
restriction of~ to B-bounded words, and only regular languages aB-bounded words are suitable. In

« a universally-bounded deadlock-free weak CHidm a other words, we have to ensure that regular word languages ar
regular set of well-formed words that is closed undgr learned that contain words frof only. As for any CFMA,
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L(A) is closed unders, the regular subsets @ in addition Let us now generalize Angluin’s algorithm to cope with
have to be closed under; more precisely, the restriction ef the extended setting, and IeP, |-, synth) be a learning setup

to words fromD. Similarly, to infer a weak or deadlock-freefor some class® of CFMs. The main changes in Angluin’s
CFM, we need a regular word language that is closed unddgorithm concern the processing of membership queries as
E. In our learning setup, this will be captured by a relatiowell as the treatment of hypotheses. For the following de-
F C 2P x2P whereL; + L intuitively means thaf; requires scription, we refer to Table I, depicting the pseudo code
at least one word fromis. It is not difficult to see that this of EXTENDED-L*, our extension of [, and Table IV which
relation suffices to cover the inference relatien and as will contains a modified table-update function that is invoked by

be shown later, it can be used to captié& as well. this extension of L.
Let Rminora(D, ) be the class of minimal DFA that rec- The Teacher will provide/classify MSCs rather than words.
ognize a languagé C D satisfying Moreover, the equivalence test will be performed, by the
o L is closed underp := ~ N (D x D), and Oracle, on the basis of a CFM rather than on the basis of a
o L is closed undet, i.e., (L, - Ly A L1 C L) implies DFA. The Oracle will also provide counterexamples in terms
LN Ly #0. of MSCs.

A learning algorithm tailored to CFMs is now based on the To undertake an equivalence test, knowledge of the target

notion of alearning setugfor a class of CFMs, which providesmOdel is required as in every other learning based technique
instantiations ofD and-. for inferring design models. Simulating and testing arespos

bilities to converge to a correct system implementatiorthin

Definition 8 (Learning Setup) Let € be a class of CFMs. A implementation of our approach [9] we provide such means

learning setugor ¢ is a triple (D, -, synth) where to ease the user’s burden. .
« D C Act*, thedomain is a set of well-formed words To realize these changes, we exploit a new table-update
o FC 9P >< 97 such thatL, - L implies ([, is finite’ function EXTENDED-T-UPDATE (cf. Table IV). Therein, mem-

Ly # 0, and L is decidable), bership queries are filtered: a queny ¢ D is considered

o synth : Ruminora(D, F) — € is the computablsynthesis immediately as nega_tive, without presenting it to tﬂeache_r
function such that, for each CFMA € ¢, there isB ¢ (I!nes 2,3). Faced with a query € D the MSC M(w) IS
Rminora(D, F) with [L(B)]~ = L(synth(B)) = L(A) (in dlspllayeq to theTeachgr (we call this auser query. His
particular, synth is injective). verdict will then determine the table entry far(line 9). Or!ce

a user query has been processed for a word D, queries

The final constraint asserts that for any CFM in the w’ € [w]~, must be answered equivalently. They are thus not

considered class of CFMs, a minimal DHA exists (in the forwarded to theTeacher (lines 6, 7). Therefore, MSCs that

corresponding class of DFAS) recognizing the same wohgve already been classified are memorized in @&set (line

language as4 modulo=:. 10).

Given the kind of learning setup that we will consider, we Once table7 is closed and consistent, a hypothesized DFA
now discuss some necessary changes to the algorithm H is determined as usual. We then proceed as follows (cf.
As L* works within the class of arbitrary DFA ovedct, Table Ill):
conjectures may be proposed whose languages are not subset} If L(H7) ¢ D, compute a wordw € L(H7) \
of D, or violate the closure properties ferandt (or both). To D and modify the tableZ accordingly by invoking
avoid the generation of such incorrect hypothesized autmma EXTENDED-T-UPDATE (lines 18-22).
the language inclusion problem (is the language of a given2) If L(Hz) C D but L(H7) is not closed underp,
DFA included inD?) and the closure properties in question computew, w’ € D such thatw =p w’, w € L(H7),

are required to beonstructively decidableThis means that andw’ ¢ L(Hr); perform the membership queries for
each of these problems is decidable and that in case of a [w].. As these queries are asked in terms of an MSC by
negative result, aasonof its failure, i.e., a counterexample, displayingM(w) to the Teacher, it is guaranteed that
can be computed. Accordingly, we require that the following they are answered uniformly (lines 24-28).
properties hold for DFAB over Act: 3) If L(H7) is the union ofap-equivalence classes but
(D1) The problem whethel.(B) C D is decidable and if not closed undek, compute(Ly, L) € F such that
L(B) ¢ D, one can compute some € L(B) \ D. We Ly € L(Hy) and L(H7) N Ly = 0; perform mem-
then say thatNcLUSION(D) is constructively decidable bership queries for every word froi, (displaying the
(D2) If L(B) C D, it is decidable whether.(5) is closed corresponding MSCs to th&eacher); if all these mem-
under~p. If not, one can compute, w’ € D such that bership queries are answered positively, ffeacher is
w=p w', w e L(B), andw’ ¢ L(B). We then say that asked to specify an MSC that comes with a linearization
the problem BCLOSURE(D) is constructively decidable w from L,. The wordw will be declared “positive”.
(D3) If L(B) C D is closed under~p, it is decidable Recall thatl, is a decidable language (and we assume
whetherL(B) is closed undefr. If not, one can compute that the decision algorithm is available) so that all MSCs
(L1, L) € F (hereby, L, shall be given in terms of a M with Lin(M) N Ly # @ can be enumerated until a

decision algorithm that checks a word for membership)  suitable MSC is selected (lines 30—-41).
such thatl; C L(B) and L(B) N Ly = (. We then say If, for a hypothesized DFAHr, we haveL(H7) C D, and
that INFCLOSURE(D, ) is constructively decidable L(Hr) is closed under both-p andt, then an equivalence
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query is performed onynth(H7), the CFM that is synthe- Proof: Let € denote the class of deterministic universally-
sized from the hypothesized DFA. In case a counterexamjpleunded CFMs. To show thaf is learnable, we need to
MSC M is provided, the table has to be complementedetermine a learning setuD, -, synth) for €. First observe
accordingly by a linearization d¥( (lines 43-50). Otherwise, thatl= needs not be instantiated for this class (cf. Theorem 1a).
synth(Hr) is returned as the desired CFM (lines 51, 52). Let D be the set of well-formed words ovetct. By Theo-
rem 1a), there is a computable mappingth that transforms

Theorem 3 Let ¢ be a class of CFMs, letD, -, synth) be any regular sef, of well-formed words that is closed under
a learning setup for¢, and let A € €. If the Teacher =D = ~ (say, given in terms of a finite automaton)iqtoaCFM
classifies/provides MSCs in conformance with4), then in- A such thatL(A) = L. To show tha(D, 0, synth) is indeed

voKingEXTENDED-L*(D, I, synth) eventually returns a CFM & learning setup, it remains to establish that the problems
A’ € € such thatL(A') = L(A). INCLUSION(D), EQCLOSURE(D), and NFCLOSURE(D, ()

are constructively decidable. Decidability afi¢LusiON(D)
Proof: We fix a class¢ of CFMs and a learning setupand EQCLOSURE(D) has been shown in [27]. For DFA, these
(D, -, synth) for €. Moreover, letA € €. By the definition problems are actually solvable in linear time. The decilitsbi

of a learning setup, there exists a DFAE€ Rminpra(D,F)  Of INFCLOSURE(D, () is trivial. ]
with [L(B)]~ = L(synth(B)) = L(A). We suppose that Together with Theorem la), we immediately obtain the
Teacher classifies/provides MSCs in accordance witfd) = learnability of two subclasses:

L(synth(B)). On invoking EXTENDED-L*(D,}, synth), a
word w € (U UUAct)V is classified by the table functionCorollary 1 Deterministic universally-bounded CFMs and
T depending on whethew € D and M(w) € L(A) = universally-bounded deadlock-free CFMs are learnable.
L(synth(B)). More preciselyT (w) = + iff w € L(B), i.e.,
we actually perform £, and theTeacher acts in conformance Now let us have a closer look at the complexity of our
with L(B). The differences to the basic version of Angluin’algorithm, when it is instantiated with the learning sethptt
algorithm are that (i) not every hypothest§ v is for- we developed in the proof of Theorem 4. In the best case,
warded to theTeacher (in that case, counterexamples camwe start with a deterministic CFM. In the following, let
be generated automatically), and (ii) we may add, in lineienote the maximal number of events of an MSC that is either
27 and 33, several words (and its prefixes) to the table @ovided or to be classified by the usefe¢cher or Oracle).
one go. This is, however, a modification that preserves the
validity of Theorem 2. Consequently, when the equivalenggheorem 5 Let ¢ be the class of deterministic universally-
test succeeds (line 51), then the algorithm outputs a CHdbunded CFMs and letl € ¢ be universallyB-bounded. The
A" = synth(H(rv,v)) with L(A") = L(A). B number of equivalence queries needed to infer a CEM: ¢
with L(A) = L(A") is at most(|.A|-| Msg|+1)B:1Procl*+|Proc|
Definition 9 (Learnability of classes of CFMs) Class ¢ of Moreover, the number of membership queries and the overall
CFMs islearnableif there is a learning setup foe. running time is polynomial i A|, |Msg|, and m, and it is
exponential in| Proc| and B.
The sequel of this section is devoted to identify learnable

classes of CFMs. To this purpose, we have to determine a Proof: SupposeA € € is the input CFM. Without loss
learning setup for each class. of generality, we assume that the synchronization messages

from A that are used ind are precisely the local states of
A note on the complexity. The total running time of the “A- Then, the number of states of the unique minimal DFA

extended algorithm can only be considered wrt, a concré@tisfyingL(synth(B)) = L(A) is bounded by” = | A[IProel.
learning setup. In particular, it heavily depends on the corfl Msg| - [A| + 1)%17oc". The first factor is the number of
plexity of the synthesis of a CFM from a given minimal DFAglobal states ofd, whereas the second factor contributes the
which tends to be very high. When studying this issue belddmber of possible channel contenta/{g| - | A| being the
for several learning setups, we will therefore assume that BUmber of messages). Henag, constitutes an upper bound
equivalence check is performed on the basis of the mininf@f the number of equivalence queries. We will now calculate
DFA itself rather than on a synthesized CFM (cf. line 41 number of membership queries, which is bounded by the
in Table 11). This lowers the running time of the algorithmsize of the table that we obtain when the algorithm termimate
considerably and, at the same time, is a reasonable assumnpiNote first that the size aflct is bounded by2| Proc|? - | Msg|.

as in all learning setups we provide below, the minimal DFRUrNG a run of the algorithm, the size 6f is bounded by
faithfully simulates all executions of the synthesized Cfig €, @s the execution of program line 9 always comes with
to a channel bound when considering the case of existenfi&§ating a new state. The détcan increase at most-times,

bounds). So let us in the following assume the synthed®0. The number of words that are added'tan line 21 can
function to need constant time. be bounded bgC'. The length of wordsw andw’, as added in

We can now state our first learnability result: line 27 can likewise be bounded By’. The number of words
added in line 47 depends on the size of a counterexample that
is provided by theOracle. Note that lines 33 and 38 are of

Theorem 4 Universally-bounded CFMs are learnable. no importance here because, as mentioned befoveas not
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TABLE Il
THE EXTENSION OFANGLUIN’S ALGORITHM

EXTENDED-L*(D, F-, synth):
1 U = {e}; V := {e}; T is defined nowhere

2 Pool := 0;
3 EXTENDED-T-UPDATE();
4 repeat
g while (T, U, V) is not (closed and consistent)
do
7 if (T,U, V) is not consistenthen
8 find u,u’ € U,a € Act, andv € V such thatrow(u) = row(u’) and row (ua)(v) # row(u'a)(v);
9 V =V U{av};
10 EXTENDED-T-UPDATE();
11 if (T,U,V) is not closedthen
12 find w € U anda € Act such thatrow(ua) # row(u’) for all v’ € U;
13 U:=UU{ua};
14 EXTENDED-T-UPDATE();
15 Ix (T, U, V) is both closed and consistest
16 H = ’H(T,U,V);
17 /% check closedness properties fegp and + */
18 if L(H) £ D
19 then
20 computew € L(H) \ D;
21 U :=U U pref(w);
22 EXTENDED-T-UPDATE();
23 else
24 if L(H) is not ~p -closed
25 then
26 computew, w’ € D such thatw ~p w’, w € L(H), andw’ & L(H);
27 U :=U U pref (w) U pref (w');
28 EXTENDED-T-UPDATE();
29 else
30 if L(H) is not +-closed
31 then
32 compute(L1, L2) € F such thatl.; C L(H) and L(H) N Ly = §;
33 U :=UUpref(L1);
34 EXTENDED-T-UPDATE();
35 if T(w) = + for all w € Ly then
36 M := getMSCFromTeacher(L2);
37 choosew € Lin(M) N Lg;
38 U :=U U pref(w);
39 T(w) := +;
40 Pool := Pool U {M};
41 EXTENDED-T-UPDATE();
42 else
43 do equivalence test fosynth(H r,u,v));
44 if equivalence test failthen
45 counterexampléVl is provided, classified agarity € {+, —};
46 choosew € Lin(M) N D;
47 U :=U U pref(w);
48 T(w) := parity;
49 Pool := Pool U {M};
50 EXTENDED-T-UPDATE();

51 until equivalence test succeeds
52 return synth(H);

instantiated for this learning setup. Summarizing, the Inem (deadlock-free) CFMs and led € € be universally B-

of membership queries is i@ ((C3 + mC?) - |Act]). As for bounded. The number of equivalence queries needed to in-
a given minimal DFAH, one can detect in polynomial timefer a CFM A’ € ¢ with L(A) = L(A’) is at most

if L(H) C D and if L(H) is ~p-closed, the overall running o(Al-|Msg|+1)2 17172 pporo0var the number of member-

time of the algorithm is polynomial iMsg|, m, and|A[, and  ship queries and the overall running time is polynomial in

it is exponential in| Proc| and B. ~ ® 4, exponential in\.A| and |Msg|, and doubly exponential in
The following theorem states that the complexity is highep;,.| and B.

when we act on the assumption that the CFM to learn is non-
deterministic. Proof: We follow the proof of Theorem 5. Asd can

be non-deterministic, however, we have to start from the
Theorem 6 Let ¢ be the class of universally-boundedassumption that the number of states of the unique minimal
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TABLE IV . .
UPDATE THE TABLE IN EXTENDED-L * a clash in terms of productive statess’ € @ such that
6(s,!(p,¢;m)) = 5" and xo ((p,q)) # m - xs((p,q)) gives
EXTENDED-T-UPDATE(): rise to a path from the initial state to a final state via the
1 for w € (U U U Act)Vsuch thatT'(w) is not defined transition (s, !(p, ¢, m), s’) that is labeled with a non-well-
2 ifwegD formed word. This word then acts as a counterexample. Thus,
2 g}seg :ipf(;é’[) RN INCLUSION(D) is constructively decidable.
5 the(;” & oo To show decidability of BCLOSURE(D), consider a further
6 choosew’ € [w]xy, such thatT'(w’) is defined (decidable) property:
; eIsZ(U)) =T(w); 4) Supposéi(s,a) = s1 andd(s1,b) = s with a € Act,
9 T (w) := getClassificationFromTeacher (M(w)); andb € Ath for somep, ¢ € Proc satisfyingp # g¢. If
10 Pool := Pool U {M(w)}; not (|xs((¢q,¢'))| = B andb = !(q,¢’, m) for someq’ €

Proc andm € Msg) and, moreover(a = !(p,q,m)
andb = ?(q,p, m) for somem € Msg) implies 0 <
DFA B satisfying L(synth(B)) = L(A) is bounded by |XS((p’Q))|,' then th/ere exists a statg € Q such that
(| A|-| Msg|+1)B1Frocl +1Proc 0(s,b) = 51 ando(sy, a) = 5.
' This diamondproperty describes in which case two successive
Theorem 7 For B ¢ N, existentially B-bounded CFMs are actionsa andb may be permuted. It follows that the setB)
learnable. of well-formed words is closed undetp iff condition 4)
. . holds. This is thanks to the fact that we deal with a determin-
Let & b:; thel clas_s of e?[qstentlarilﬁzr—]bct)ufndegﬂCFlgs.thWe istic automaton. In case 4) is violated, tetandw’ be words
can provide a learning setup suc at, for € & M€ of the formuabv and ubav, respectively. These words prove
number of equivalence queries needed to infer an eX'St@m'G}hatL(B) is not closed underp. Thus, EDCLOSURE(D) is
- ! 3 _ ! 1 " 1
B-bounded SEMTZAHPEC‘C with L(A) = L(A") is at most constructively decidable. Note that botRdLusion(D) and
20 Megl+1) - Moreover, the number of member£qci osurg(D) are actually solvable in linear time.
ship queries and the overall running time are polynomial in 1q establish the bounds on the overall running time and on
m, exponential inMsg| and [A[, and doubly exponential in the number of equivalence and membership queries, we refer
B and|Proc|. to the considerations in the proofs of Theorems 4 and &.

Proof: To obtain a learning setupD, -, synth) for €, o )

let D be the set ofB-bounded well-formed words ovetct. 1heorem 8 Deterministic universally bounded deadlock-free
As in the previous prooff- is not needed, i.e., we set Weak CFMs are learnable.
to be (). By Theorem 1c), there is a computable mapping Let € be the class of deterministic universally-bounded
synth that transforms any regular sétof B-bounded well- deadlock-free weak CFMs. We can provide a learning setup
formed words that is closed underp into a CFM A with  such that, for all universallyB-bounded CFMsA € ¢, the
L(A) = [L]~. In order to show tha{D, (), synth) is a learning number of equivalence queries needed to infer an equivalent
setup it remains to show that the problemgLUSION(D) and CFM A’ € ¢ is at most(|.A| - |Msg| 4 1)5-1Fo¢* . Moreover,
EQCLOSURED) are constructively decidable. This is showrthe number of membership queries and the overall running
by a slight modification of the algorithm in [27] for univetlya time are polynomial inMsg| and m, exponential in.A|, and
bounded languages. This goes as follows. doubly exponential irB and | Proc]|.

Let B = (Q, g0, 6, F') be a minimal DFA overAct. A state
s € @ is calledproductiveif there is a path froms to some : ) '
final state. We successively label any productive state withtn® Previous proofs, we need an inference relatioa () that
channel content, i.e., a functio, : Ch — Msg* will be FeSPects both=and=". Let- be the union of

associated to any statec @) such that: {(L,{w}) | L &= w andL C D is finite}
1) The initial stateqy and any final statey € F are )
equipped withy., mapping any channel to the emptyWhich reflectsi=) and

Proof: Let D be the set of all well-formed words. Unlike

» \I/:c/ord./ 0 ductive stat s, ) {(L1,L2) | L1 C D is finite and
s,s' € Q are productive states amds, !(p, g, m)) = _ df
. then x = xal(p.0) = 1 - Xo((p. )]s 160 s be= e DI 20}
appended to channép, q). (which reflects =*). Theorem 1e) provides the required
3) If 5,5’ € Q are productive states ardds, ?(¢,p,m)) = synthesis function.
s', thenxs = x«[(p,q) == xs((p,q)) - m], i.e., m is Decidability of INFCLOSURE(D, ) has been shown in [3,
removed from the channép, q). Theorem 3]. Alur et al. provide an EXPSPACE-algorithm for

L(B) is a set of well-formed words iff there exists a labelindpounded high-level MSCs, which reduces the problem at hand
of productive states with channel functions satisfying3))H to a decision problem for finite automata with anclosed
a state-labeling violates one of the conditions 1)-3), e language. The latter is actually in PSPACE. The first step is
is due to a word that is not well-formed. This word acts asta construct from the givenr:-closed DFA'H a (component-
counterexample for thenicLUSION(D) problem. For example, wise) minimal and deterministic weak CFM’, by simply
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(Hlp)pe Proc of the complement automaton &f, which is of the same size
as’H, and the configuration automaton df. Thus, the length

of w, which consititutes one possible;, can be bounded
by C - N so thatpref(L;) contains at mostProc| - C - N
words. Therefore, the number of membership queries is in

channel bound B O((|Proc| - N - C? + mC?) - | Act|). Furthermore, we deduce
exceeded that the overall running time of the algorithm is polynomial
in |Msg| andm, exponential in|.A|, and doubly exponential
in B and|Proc|. [ |
Fig. 7. Schematic view of error cases for proof of Theorem 8 Theorem 1d) provides a characterization of (deterministic

universally bounded weak CFMs in terms of regular word

languages. Le®D be the set of all well-formed words and

let - be given by{(L,{w}) | L E w andL C D is finite}

reflectingl=. Unfortunately, the problemNFCLOSURE(D, )

is undecidable [3] so that the above approach does not work fo

Bhis particular class of CFMs. One might argue that univrsa

. i bounded weak CFMs are still learnable, as their regular word

cannot correspond oa rl)reflx Of some wordri(#). languages can be inferred with LBut an approach that relies
Thus, a partial run o4 _that_elthgr. solely on L* requires additional expertise from a user. The
« exceeds the buffer siz8 (i.e., it is not B-bounded; cf. |atter has to make sure by herself that the final hypothesis

taking the projectiong{[ of H onto Act, for anyp € Proc,
determinizing and minimizing them. Thed,(H) is closed
under both= and =% iff A’ is a deadlock-free CFM such;
that L(A") = L(H). FromH, we can, moreover, compute
boundB such that any run afd’ exceeding the buffer siz8

Fig. 7, node 1), or corresponds to a universally bounded weak CFM. But if
« respects the buffer sizé, but results in a deadlock\ye assume that the user needs some guidance and, at the
configuration (cf. Fig. 7, node 2), beginning, has an incomplete idea of her system, then we have

gives rise tO a proper word € Act” that is implied by for the moment, no means to infer universally bounded weak
H wirt. |: , 1.e., L(H) must actually contain a well-formed CFMs.
complenonuu of u. Obviously, one can decide if a word Note that the complexity of our algorithms is, in most
is such a completion ofi. The completions of: form one cases, not worse than that of Lif we refer to the size
possibleL,. It remains to specify a corresponding gatfor of the underlying minimal DFA. The only instance where
u. By means ofH, we can, for anyp € Proc, compute a the complexity is exponentially higher compared to (wrt.
word w, € L(H) such thatu | p is a prefix ofw, | p. We set the size of the minimal DFA) is reported in Theorem 8.
Ly = {w, | p € Proc}. This explosion, however, accounts for the automatic test of
Finally, suppose that, ivd’, we could neither find a prefix hypotheses for deadlocks, which, otherwise, would haveeto b
exceeding the buffer siz& nor a reachable deadlock concarried out manually by the user.
figuration in the B-bounded fragment. Then, we still have to
check if A’ recognizesL(H). If this is not the case, one can
compute a B-bounded) wordw € L(A’) \ L(H) such that
L(A') | w. Setting Ly = {w}, a corresponding set; can We now derive an improved algorithm that groups words
be specified agw, | p € Proc}, as above. into equivalence classes so that they can be stored efficient
Let us turn to the complexity of this particular learningvithout the need of memorizing all linearizations of MSCs,
setup. We can partly follow the proof of Theorem 4. As linetheir prefixes, and their suffixes explicitly. The intentisnto
30-41 come into play, however, the complexity estimatioduce the amount of memory necessary for storing Angluin’s
is more complicated. The number of equwalence queriestible. Instead of storing all elements of a class of congruen
bounded byC' = (|A| - [Msg| + 1)B:1Procl*+IProcl where A words, only one representative of each class, a normal form,
is the CFM at hand. To compute the number of membershigll be recorded in the table. This approach amounts to
queries, we have to take into account the number of words thaé¢rging rows and columns for congruent prefixes and suffixes,
are added tdJ in lines 33 and 38 in the pseudo code of theespectively, and leads to a substantial reduction of thieta
algorithm. To this aim, note that the number of global statesze as will be shown experimentally in the next section.
of the deterministic weak CFMA’ that we compute above Let (D, ~,) be a learning setup for classof CFMs. In
is bounded by2¢"177¢l. Moreover, the number of possibleorder to represent congruence classes, we introduce a horma
channel contents is bounded by\sg| + 1)5"17<" where form for both prefixes and suffixes of well-formed words.
= (C' is the maximal number of states &f. Hence, Consider a lexicographic (i.e., strict total) orderirgex on
N i 9C | Proc| . (| Msg| + 1)0.‘pmc|2 Act, which is exteilded to \ivords oveﬁtct. in the usugl way.
Let pnf,snf : Act®™ — Act™. The functionpnf assigns to
is an upper bound for the number of configurationsdéfthat a word w € pref (D) the minimal word wrt. <iex that is
we have to consider. Moreovey¥, constitutes a bound on theequivalent tow (to be made precise below). To words that
length of words fromL; as far as it concernr:sdf. In turn, are not inpref(D), pnf assigns an arbitrary receive action
L, contains|Proc| many words. Now let us turn towards. from Act. The mappingsnf assigns to a wordy € suff (D)
To obtain a wordw from L(.A")\ L(H), we build the product its normal form, i.e., the minimum (wrt<iex) among all

V. PARTIAL-ORDERLEARNING
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equivalent words, and it associates with every other word an that pnf(u) - v ~p wv andu - snf (v) ~p wv. Applying
arbitrary send action. The precise definition goes as falow  (**) (or (***)) a second time, we obtairpnf (u)-snf (v) €
Letw € Act”. D. We deducepnf (u) - snf(v) =~p uv, which implies

o If w € pref(D), then we setnf(w) := min {w’ € M(uv) = M(pnf (u) - snf (v)).
pref(D) | Jv € Act™: wv ~p w'v} wheremin.,, Thus, it does not matter if an ent#j(w) in the table is made
returns the minimum of a given set wertjex. Otherwise, on the basis ofw or on pnf(u) - snf(v), regardless of the
let pnf(w) be any arbitrary receive action. partitioninguv of w. In particular, if we replace, i/ andV,

o If w € suff (D), then we setsnf(w) := min,,  {w’ € every word with its respective normal form, then the resglti
suff (D) | Ju € Act™: uw ~p uw'}. Otherwise,snf(w) table preserves consistency and closure properties. Mereo
is an arbitrary send action. the DFA that we can construct given the new table is closed

Note that pnf(e) = snf() = ¢ and, moreover, and consistent is isomorphic to that of the original table.

pnf(w) = snf(w) iff w is well-formed. The mappings As this replacementis precisely what is systematicallyedon
pnf and snf are canonically extended to sefs C Act*, in PO-EXTENDED-L*, the theorem follows. ]

i.e., pnf(L) = Uyer, pnf(w) and snf(L) = U, snf(w). Again, the complexity of the modified algorithm depends
We assume in the following that botpnf and snf are on the concrete learning setup. Actually, the theoreticaé t
computable. complexity can in general not be improved compared to
It is crucial for the application of normal forms that a giverEXTENDED-L*. However, as the next section will illustrate,
domainD satisfies, for allu,v,u/,v" € Act*, the following the space complexity can be considerably reduced. In the

properties: following, we report on positive practical experiences hwit
EXTENDED-L* and PO-EXTENDED-L*,
If uv & D, thenu & pref(D) or v & suff (D). * Note that the idea of exploiting an independece relation for

(%) learning is not new and appears already in [20] in the context

If wv € D andu'v' ~p uwv’, thenu'v € D. ;
of grey-box checking.

If wv € D andu/v’ ~p v'v, thenuv’ € D. (***)

Under these assumptions, which are satisfied by all the VI. CASE STUDIES

concrete learning setups presented so far, it will indeed bewe applied our learning tooBmyle[9] to several small
sufficient to look at normal forms when constructing a tablgnd moderately-sized case studies such as a part of the USB
in the extension of Angluin’s algorithm, which may result.1 protocol [23], thecontinuous update protocdR2], the

in significantly smaller tables. We obtain the extension @’imp|e negotiation protocdl1], the well-knownalternating
EXTENDED-L*, which we call PO-KTENDED-L* simply by  bit protocol (ABP) [39] and two variants of &ader election
replacing every command of the forth:= U U L (whereL  protocol[14]. Note that protocols such as the ABP and leader
is an arbitrary set of words) by := U U pnf(L), and every election are error-prone and not straightforward to design
command of the forn?V :=V U L by V := V U snf(L). In  correctly from scratch. In the following, we show the leagi
particular, EXTENDED-T-UPDATE remains unchanged and isprocess for these protocols in more detail and providessiei

taken from Table IV. _ _ _ ~ for all mentioned protocols indicating the required uséoref
The correctness of our improved algorithm is stated in thghd the reductions obtained using partial-order learnitig.
following theorem. like to emphasize that the protocol designs generatesiyle

are guaranteed to be correct by construction, provided (of
Theorem 9 Let (D, F, synth) be a learning setup for clas& course) the user-specified MSCs are correct.
of CFMs such thaD satisfieq*) —(***) . Moreover, letA € €.
If the Teacher classifies/provides MSCs in conformance Witf&I ing bi | (ABP
L(A), then invoking®?O-EXTENDED-L*(D, -, synth) returns, ternating bit protocol ( )
after finitely many steps, a CFM' € € such thatL(A’') = The main goal of the ABP [39] is to ensure the reliability
L(A). of data transmission through an unreliable FIFO channel,
i.e., data loss as well as data duplication are possible. Two
Proof: Consider an instance ¢f’, U, V') during a run of processes participate in the communication, pineducer p
EXTENDED-L*. Forw € (U U UAct)V, the value ofT'(w)  and theconsumeg. The channel from to g is lossy whereas
is — if w ¢ D. If, on the other handy € D, thenT'(w) only  the channel in the other direction is reliable. The protocol
depends on the classification Bf(w) by the Teacher. So let \orks as follows: initially, a bib is set to 0. Process keeps
u,v € Act”. We consider the two abovementioned cases. sending the value ob until it receives an acknowledgment
o Supposeuv ¢ D. Then, by (*),u & pref(D) or v ¢ a from q. After receivinga, process inverts the value ob
suff (D). Thus,pnf(u) is a receive action osnf(v) isa and sends the new value until the nexinessage is received
send action so thainf (u) - snf(v) &€ D. from ¢. The communication may terminate after receiving any
e Supposeuv € D. Then,u € pref(D) andv € suff (D). a (but at least one). For some example MSCs fulfilling this
By the definition of the mappingsnf andsnf, there are specification see FigureiB Note that there is no reason to
u’ andv’ such thapnf (u) - v/ ~p wv’ andu’-snf (v) ~p distinguish between the acknowledgment messages because
u'v. By (**) and (***), {pnf(u) - v,u-snf(v)} €D so the channelq,p) is assumed to be faultless.
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aopi1) am)| e 2apn)| a1 Fig. 9. ¢) Some input MSCs;ji) hypothesisH

(2
itself the leader by sending messagel eader . If its own
#i) The inferred hypothesis DFA{ after 64 user queries (and 697 member-pi d has a higher value, it forwards ipa' d to its clockwise
' ship queries) _ neighbor; otherwise, the receivpdd. Due to the high amount
Fig. 8. ) Input MSCs andi7) correct and complete hypothesis DFA of concurrency, we consider three processed. andps and
allow to send only one message at each point in time.
We learned two versions of the protocol: one with only a sin-

FeedinaSmviewith f itive MSCs of which th gle election round, and one with arbitrarily many conseeuti
eedingSmylewith five positive S of which three ar€ejection roundsSmylelearned the first variant by starting with

listed in Figure 8) yields the correct hypothesis as depicted Ihree input MSCs. It displayed the correct hypothesis afger

Figure 8ii). To that end, the learning algorithm internally dealltJser queries and 900 membership queries using partia-orde

with 2,286 membership queries of which 64 were user queriﬁa arning, a reduction of 75.1% compared to the case without
l.e., the 2,222 remaining queries are answered autonigtic

. g ) is optimization. For the second vartiant we used six input
by our approach whereas in the original Blgorithm all of MSCs (e.g., the first one of Figure . The correct hypothesis
them had to be answered manually. Note that the number ’

X Lo ) depicted in Figure 9) was obtained after 196 user queries.
memberh5|p queries 1s reduced to 697 ("?" by 69.5%) us'ﬁ%ure 9), for example, indicates a negative scenario. In this
partial-order learning. All results on learning the ABPsal

: . . _ setting, partial-order learning yielded a reduction ofattE8%
with higher channel bounds, are given in Table V. resulting in 6,864 membership queries.

The CFM to be learned was specified @$-bounded.

Leader election protocol Results

Leader election plays an important role in many distributed The learning statistics for the considered case studies are
applications. In a network of identical (up to their uniqusummarized in Table V. The first three columns detail the
process id callecpi d for short) communicating units, onetotal number of membership queries that were needed, and
often uses a leading entity (owning a unideader tokehto indicate the savings obtained when learning the protocols
control the behavior of the others. However, a problem ariseith partial-order learning (column w. POL) compared to the
if, due to communication failures or other possible proldemcase without (column w.o. POL). In all cases, a substantial
the leader token is lost. The goal of leader election prdsocaeduction is obtained. This also applies to the size of thketa
is then to select a unique leader among the processes. NMéeded during learning. This indicates that besides afgignt
consider a leader election protocol in a unidirectionafrinreduction in the number of membership queries, significant
[14]. The protocol works as follows: one process starts sgnd memory savings are obtained. The numbers clearly indicate
its pi d to its clockwise neighbor who compares the valuthat on increasing channel bounds (for the ABP), the number
of the receivedpi d with its own. In case both values areof membership queries quickly becomes quite high. The fourt
equal, a leader has been found and the current processafeclanlumn indicates the number of membership queries that had
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TABLE V
STATISTICAL RESULTS OF CASE STUDIES

#membership queries || #user |#equivalenc #rows in table learning
Protocol w.0. POL|w. POL | savings||queries| queries EX|H| w.0. POL|w. POL |reduction|| setup
part of USB 1.1 488 200 59.0% 14 1 (5 9 61 26 57.4% 32
continuous update 712l 264 62.9% 241 1 (3) 8 89 34 61.8% dJ1
negotiation 1,179 432 63.4% 31 1 (3) 9 131 49 62.6% J1
ABP 2,284 697 69.5% 64 2 (4) 15 127 42 66.9% J1
ABP 14,432 4,557 68.4% 158 2 (13) 25 451 131 71.094| 32
ABP 55,131 19,252 65.1% 407 2 (22) 37 799 222 72.2%| 33
leader election (1 round) 3,612 900 75.1% 43 1 (2) 13 301 76 74.8% v
leader election (> 1 rounds)| 14,704 6,864 53.3% 196 2 (5) 17 919 430 53.2% v

to be dealt with by the user. These queries amount to clasgifgrallel yields a system that may exhibit undesired behavio
generated MSCs as either positive or negative scenarios andl may deadlock.
are usually not very difficult to handle. The number of user
queries can be reduced significantly by providing mechasism Damas et al. [16] use an interactive procedure of classify-
(such as the logic PDL [10,11]) to classify an entire set dfg positive and negative scenarios for deriving an LTS for
MSCs that feature a certain pattern. each process. To this end, they first employ passive learning
Equivalence queries are harder to handle but their numigdgorithms [19, 37] to infer a global intermediate modelttha
for the example protocols is rather low (cf. fifth column).eThexactly conforms to the given sample but which—as long as
numbers in brackets in this column indicate the number of rthe sample does not fulfill certain completeness properties
quired equivalence queries when using the standard Arigluidoes not necessarily yield a minimal system model. The globa
L* algorithm. It clearly shows that with our approach thignodel is subsequently transformed into a distributed syste
number is lowered significantly. As these queries require Tdien, usually additional effort is required as this prdmct
user-driven simulation (and/or testing) of an automatbig t onto the system’s components may entail implied behavior
reduction is crucial and yields a substantial reductionhia t such that manually unwanted “[...] implied scenarios have t
development time. With an experienced human teacher, b# detected and excluded”. While [16] consider synchronous
case studies from Table V could be performed in a singg@mmunication, our approach is based on asynchronous com-
working day. Using PDL formulae to filter user queries [1Onunication. This makes the systems larger but, more impor-
11] this could be lowered to a few hours. tantly, closer to distributed implementations. Finali6] is a
passiveearning approach which does not support incremental
model generation. Our approach naturally supports exdassi
and amendments of requirements.
Synthesizing desigh models or programs from scenarios has
received a lot of attention. Let us distinguishsic MSCsand Another passive learning approach [15] uses grammatical
high-level MSCqandlive sequence chartd SCs)). inference to derive a formal model of a process from a given
stream of system events. In contrast to our and the afor-
mentioned approaches, this method only works with positive
data. Though this procedure may require less user effont tha
A basic MSC, as used in our paper, does neither contaars, it builds on the restrictive assumption that the everit
loops nor alternatives, and describes a finite set of belmvitdhe process are monitorable by the learner. The authors also
Thus, a finite set of basic MSCs also describes a finighortly comment on detecting concurrency by searching for
set of behaviors. Typically, a system under development hasrelated events but leave it for future work to improve tthei
infinitely many behaviors, so that a finite set of scenarios dpproach.
terms of basic MSCs can only be an approximation of all these
behaviors. In fact, the learning algorithm generalizesfithige Similar to [28], [34] propose to use filters, i.e., automated
set of given scenarios to a typically infinite set represgnteeplies to queries, for reducing the number of membership
by the design model. In simple words, we synthesize desigoeries that—due to the high number of questions—is usually
models from finitely manyexamplesNote that two different infeasible for human teachers to answer. The general idea is
basic MSCs describe distinct behaviors. Thus, classifging to exploit additional knowledge of an expert teacher whimh f
MSC as desired and one (different) as undesired cannot lesth negatively answered membership query specifies @mefixe
to aninconsistentet of desired and unwanted behaviors. or suffixes for which negative membership is known. In their
One of the first attempts to exploit learning for interadiive approach they employ these filters for membership as well as
synthesizing models from examples was proposed in [3&jjuivalence queries, but conclude that for equivalenceiegie
where for each process in the system an automaton is inferred substantial improvements are obtained. This result is in
using Angluin’s learning technique. A significant drawbackontrast to our approach which considerably decreases this
of this approach is that composing the resulting automatanamber.

VIl. RELATED WORK

Synthesis from basic MSCs



IEEE TRANSACTIONS ON SOFTWARE ENGINEERING, VOL. ??, NO. MONTH YEAR 18

Synthesis from (high-level) MSCs CFM precisely accepts the positive MSCs and rejects the

The synthesis from scenarios given using richer formaljsnfi9ative ones— and is applicable to various classes of CFMs
e.g., MSCs with loops and alternatives, high-level MSC§”Ch as various types of deterministic universally-bodnde
or live sequence charts has received quite some attenti@ie@k) CFMs and existentially bounded CFMs. Note that our
The underlying assumption is that not only several exarfgarning setting is also appllcab_le to other classes such as
ples of the expected behavior are given but that the giv€rd- the causal closure as defined by Adsul et al. [1]. It
behavior (mostly) corresponds to the system behavior. Th&gMains to study whether the class of existenti@§pounded
the technical question arising is how to translate from (€adlock-free) weak CFMs is learnable. For the deadloe-f

scenario-based formalism to a state-based formalism. CFRS€: One needs to generalize a result by Lohrey, who shows
of the initial works along this line is [31], which sketcheéhat one can decide whether a globally-cooperative HMSC is
the translation from (high-level) MSCs to statechart medelMPlementable as a deadlock-free CFM [32, Theorem 3.5].
Similarly, [41] presents a rigorous approach for synthiagiz V& have shown the feasibility of our approach by reporting
transition systems from high-level MSCs. on some _e_xperlments that_we carned_out with our Bwlyle?.

The question whether the behavior given by a finite set B €xploiting the properties of partial orders (as MSCs) a
MSCs or high-level MSC can in fact be realized by weagignificant reduction of the memory consumption could be

CFMs or CFMs is studied, respectively, in [2], [3], and [26]achieved. AIternative_ improvements are, e.g., to _reduee_ th
In simple words, it turns out that the set of scenarios has f/Mber of user queries by using a logic to specify a priori

meet certain restrictions to be realizable and that thetiques Undesired partial behaviour, e.g., in case of the ABP “no bit

whether it is realizable or not is often undecidable. ch_ange without prior _acknowledgement . First results talsa
Note that describing desired and unwanted behavior #$i"9 PDL [11] to this purpose have been recently reported

terms of high-level MSCs would allow for inconsistent set [10]- The latter paper also describes how to emBeayle

of scenarios as also different high-level MSC may describe 0 @n incremental software engineering process. ,

common subset of behaviors. Possible directions for future work are to support co-regio
The works [3, 7, 23-27, 32, 35] synthesize CFMs from pa'pj basic MSCs, to realize the algorithms for weak CFMs, and

ticular classes of finite automata, which can be seen Gsinvestigate further classes of learnable CFMs.

generalizations of high-level MSCs. Recall that resubbsfi3,

7,24,27,32] together constitute Theorem 1, which, howéser IX. ACKNOWLEDGMENT
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